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Preface

Since the Second International Conference on Permafrost
held in 1973 in Yakutsk, permafrost science and engineering
has witnessed the ever-increasing need for new knowledge and
understanding, within Russia and the Former Soviet Union
and throughout the international cold regions communities.
The Tenth International Conference on Permafrost, held in
Salekhard, provides the venue for the exchange of current
information and knowledge concerning the dynamics of
permafrost regions, their roles in global change, and challenges
for development and environmental protection.

At its June 2010 meeting, the Council of the International
PermafrostAssociationapproved the preparation of proceedings
of peer-reviewed papers for the Tenth International Conference
on Permafrost. The two proceedings volumes are the results of
a collaborative effort between the U.S. Permafrost Association
and the Russian Organizing Committees. Many of the review
and production procedures and software that were developed

for the Ninth International Conference on Permafrost were
utilized. Volume 1 contains the English-language papers
submitted electronically in autumn 2011. Reviews of the
English-language papers were assisted by a team of 17
Associate Editors who in turn recruited two reviewers for each
paper, resulting in a total of 113 reviewers. Final camera-ready
copy of both volumes was prepared in Fairbanks by Tom Alton,
copy editor, using Adobe InDesign. Papers are presented in a
standard format; however, the completeness and accuracy of
the references cited are solely the authors’ responsibility. A
total of 82 papers from 13 countries are presented in Volume
1. Volume 2 contains 106 Russian papers that were reviewed
and translated in Russia, and subsequently read and edited in
North America. A companion volume of approximately 370,
two-page, Extended Abstracts from 15 countries was prepared
by the Russian organizers.
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Abstract

Prior to the 1980s, major contacts with the Soviet permafrost community were through traditional conferences, bilateral
agreements, and limited personal exchanges. In 1963 Soviet permafrost specialists participated in the First International
Conference on Permafrost (ICOP). Major international field conferences were held in Siberia in 1969, 1973, and 1989.
The formal organization of the International Permafrost Association in 1983 provided opportunities to initiate non-
governmental, multi-national activities. With the dissolution of the Soviet Union in 1991, a new era of institutional and
individual cooperation emerged. This paper chronicles, by decade starting in the 1960s, many of the international activities
with Soviet/Russian organizations and individuals in the fields of permafrost science and engineering.
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Introduction

In the midst of the Cold War, cooperation on international
permafrost science and engineering showed signs of warming.
In 1963, several Soviet permafrost specialists attended the
First International Conference on Permafrost (ICOP). Two
major international conferences were held in Yakutsk, Siberia,
in 1969 and 1973. Prior to the 1980s, major contacts were
through these traditional conferences, bilateral agreements,
and limited personal exchanges. The formal organization of the
International Permafrost Association (IPA) in 1983 provided
opportunities for increased non-governmental, multi-national
activities. By the early 1990s, a new era of institutional and
individual cooperation emerged and has continued to flourish
over the past two decades.

In June 2009, the U.S. National Academies and the Russian
Academy of Sciences celebrated the 50" anniversary of the
signing of the first cooperation between the two academies
(Schweitzer 2009). In his Science editorial, Schweitzer
briefly reviews the decadal accomplishments between the
two countries and the challenges for the next 50 years,
including those related to climate change. For our U.S. and
Soviet permafrost communities, these activities officially
started in 1963 and were pursued under various bilateral and
organizational initiatives. Many of these activities involved
the early and sustained leadership of Academician Pavel I.
Melnikov. Academician Melinkov made numerous visits to
North America, with at least eight visits to the U.S. On most
occasions he was accompanied by either Nikolai Grave or
Feliks Are. Many of the U.S. visits were facilitated by federal
agencies (USGS, CRREL, FWS, EPA, and others) and the
U.S. National Academy of Sciences and its Polar Research
Board.

This paper reports on many of the activities that fostered the
cooperation between Soviet/Russian and Western and Asian
researchers in the fields of permafrost science and engineering,
including cryopedology. The paper is based largely on the
author’s personal involvements and other readily accessible
information.

The Formative Period: 1960s

The development of Soviet knowledge and engineering
practices related to perennially frozen ground (permafrost) is
well documented in several English-language books and papers
(French & Nelson 2008, Muller 1947, Shiklomanov 2005).
Personal contacts were limited, in part due to restrictions on
travel and communications. Early exceptions, such as with
Armstrong (1965), provided unique and personal insights into
northern developments in the Soviet Union. It was Muller,
a university professor in the United States during World
War II, who coined the term “permafrost” and is considered
the “father of permafrost” in North America. During the
International Geophysical Year (1957-1958), Soviet, U.S.,
and other researchers conducted permafrost and periglacial
studies in the Antarctic, with Zotikov developing the basis for
a map of the continent that illustrated likely occurrences of
permafrost (Kotlyakov 1997).

The initial post-World War II contact was highlighted in 1963
by Soviet participation in the First International Conference
on Permafrost (First ICOP) held at Purdue University (Woods
& Leonard 1964). This participation was based on the formal
1962 letter of invitation by President Seitz of the U.S. National
Academy of Sciences-National Research Council to President
Keldysh of the Academy of Sciences of the USSR. Prominent
permafrost participants included P.I. Melnikov, S.S. Vyalov,
and N.A. Tsytovitch. The conference proceedings included
papers by additional well-known Soviet authors who did
not attend, including Baronov, Kudravtsev, Dostovalov,
Nersesova, Popov, Shumskiy, and Vtyurin. Also in September
1963, Shumskiy attended a conference in Montreal and was
reportedly the first Soviet scientist to visit the Canadian High
Arctic (see Soviet Union Today 1964).

Prior to the First ICOP, contact with Soviet permafrost
specialists (geocryologists) was principally through translations
of the published literature by Russian-reading researchers and
professional translators in Canada and the United States. These
included the translation series in the United States by CRREL
and its predecessor SIPRE, and in Canada by its National
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Research Council. More recent scholarly translations, such
as the one by Barr (2009), provided added insight into early
twentieth century Soviet permafrost discovery. Much of the
early Soviet literature and many citations can be found in the
Cold Regions Bibliography (http://www.coldregions.org/)
and a link to the Arctic Bibliography. Starting in the early
1950s, Russian-language literature was regularly obtained
and accessioned by the U.S. Library of Congress and most
recently by the American Geological Institute (AGI). During
the decades of the 1960s through 2010, more than 13,500
Russian-language citations and documents were accessioned.
The peak period for Russian publications was 1970-1990,
with more than 4,400 documents in each of those two decades
(pers. comm. Sharon Tahirkheli, AGI, September 2011).

In addition to the First ICOP, the 1960s provided several
other openings between the Soviets and the West. In summer
1966, Canadian colleagues Roger J.E. Brown and G. “Hank”
Johnston spent six weeks visiting eastern Siberia and
subsequently provided the first insight into the activities of
the Yakutsk-based Permafrost Institute under the directorship
of Academician P.I. Melnikov. This landmark visit was the
first extended and substantive contact with Soviet permafrost
researchers at their home institutions.

Following the Periglacial Commission conference of the
International Geographical Union (IGU) in Poland in summer
1967, a follow-up Commission conference was held in Yakutsk
in summer 1969. This conference, attended by 50 foreign
scientists, was considered the first official multinational visit
to Siberia and a major breakthrough in travel restrictions to this
politically sensitive region. In addition to technical sessions in
Yakutsk, the conference included a memorable field excursion
on the Lena and Aldan rivers and the viewing by Western
scientists of the expansive ice-rich and loess-like Yedoma
deposits. Included in the conference were visits to the Shergin
Shaft and the Permafrost Institute’s extensive underground
research facility (multi-layered tunnel). The conference
and arrangements for permission of such a large group of
“foreigners” was under the leadership of Academician P.I.
Melnikov and was considered the “dress-rehearsal or dry-run”
for the more complex Second ICOP to take place in Yakutsk
in 1973.

Conferences and Bilateral Exchanges: 1970s

The Second International Conference on Permafrost and
field excursions took place in Yakutsk, Siberia, on July 11-27,
1973. More than 100 foreign participants from 14 countries
joined 300 Soviet geocryologists in this monumental and
memorable conference organized, once again, under the
direction of Academician P.I. Melnikov. The U.S. Academy of
Sciences, assisted by Canadians, produced a North American
publication, followed by a translated volume of Russian
papers (Brown et al. 2008). These two proceedings volumes,
and particularly the Russian translations, represented the
current status of permafrost investigations at that time. The
concluding joint Canadian, Soviet, and U.S. conference
resolution outlined a series of urgent problems, including

international research on environmental protection, the need
for rapid exchange of information, and the recommendation
that the Third ICOP be held in Canada. The Yakutsk conference
was preceded by a three-week spring visit to the United States
by Melnikov, accompanied by Feliks Are and Andrei Kapitsa.
As part of that visit, a joint U.S.-USSR-Canada seminar was
convened at CRREL in Hanover, NH, and was attended by
some 45 researchers. Melnikov had also visited Canada in
November 1972.

The first major and formal step in U.S.-Soviet permafrost
cooperation was initiated on May 23, 1972, when U.S.
President Nixon and USSR Chairman Podgorny signed the
Agreement on Cooperation in the Field of Environmental
Protection. Documentation of the agreement’s early activities
and accomplishments were reported by Robinson (1988) and
Scriabine (1978). The agreement included the program Area
X: Arctic and Sub-Arctic Ecological Systems. However, due
to political considerations during the Cold War, many related
activities took place within program Area V: Protection
of the Nature and the Organization of Reserves under the
organizational leadership of Stephen Kohl, U.S. Fish and
Wildlife Service. The Area V project Protection of Northern
Ecosystems resulted in several permafrost activities, including
those related to pipelines. Annual joint meetings of the
agreement participants alternated between the USSR and
United States, and these provided the opportunity to meet
counterparts, plan activities, and review progress.

From the 1970s and continuing into the 1990s, a number
of bilateral visits of delegations and individuals took place
between Siberia and Alaska. Among the initial activities was
an Area V visit in August 1974 by a five-person U.S. delegation
to Norilsk, Yakutsk, and Magadan. This momentous visit
represented the first visit of non-Soviets, or at least Americans,
to that part of the Far East since the airlift from Alaska in World
War II (Jorgenson 1974). The visit set the stage for a series of
permafrost-related projects, including one on environmental
problems posed by the construction and operation of pipelines,
roads, and other engineering projects. Other exchanges
included a series on ecological and hydrological activities
under the leadership of V. Kontrimavichus, Director, RAS
Institute of Biological Problems of the North (IBPN), in
Magadan. Numerous agreements and exchange visits with
IBPN researchers took place over the subsequent years. Also
in summer 1974, the 10™ International World Congress of Soil
Science took place in Moscow, and that event gave the author
the opportunity to meet a number of polar soil scientists.

In the course of the many environmental exchanges, we
learned of the Soviet’s increasing interests in environmental
protection in regions undergoing economic development. The
first All Union Conference on the topic, held in October 1975 in
Moscow, provided additional interest for further collaboration.

Starting in the early 1970s, implementation of the Tundra
Biome program of the International Biological Program
(IBP) provided an opportunity for cooperation with Soviet
researchers that included studies on seasonal variations of the
active layer and its soil properties. The Tundra Biome program
involved 10 countries and 23 sites. Following international
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workshops in Norway (1968) and Finland (1970), the Soviets
hosted the Tundra Biome working meeting with more than 100
participants in October 1971 in Leningrad. The workshop was
under the leadership of B.A. Tikhomirov and N.V. Matveyeva
from the Komarov Botanical Institute (Wielgolaski &
Rosswall 1972). Four Tundra Biome sites were located on
the Taimyr Peninsula that included the continuation of long-
term observations of soil and active layer dynamics. The
Tundra Biome program provided exceptional opportunities
to visit sites, exchange data, and establish long-lasting
scientific cooperation with many Soviet colleagues. Some of
the cooperation carried over into the UNESCO Man and the
Biosphere (MAB) program and its Northern Science Network
(NSN), and later into the International Tundra Experiment.

Following the 1971 Tundra Biome workshop, the author had
an opportunity to discuss in Moscow with Nikolai Grave and
Sergei Vyalov the forthcoming Second ICOP planned for 1973
in Yakutsk. Over the decades, Grave and the author developed
a close working relationship on problems of environmental
protection of permafrost terrains (Brown & Grave 1979).

During the XXIII International Geographical Congress held
in July 1976, a special symposium was organized in Leningrad
and hosted by Academician A.F. Treshnikov, Director, Arctic
and Antarctic Research Institute. A delegation from the
United States participated in the Symposium on Geography
of Polar Countries, which consisted of 83 papers, many
of which dealt with permafrost-related and environmental
problems (Brown 1977). Following the Leningrad Congress,
a two-person delegation visited Magadan and the Kolyma
Water Balance Station (Stokovaya) to develop cooperative
hydrometeorological observations (Slaughter & Bilello 1977).
Also in summer 1976, ecologists visited the Taimyr Peninsula
to conduct plant and caribou investigations (Webber & Klein
1977). Subsequently, Webber and several soil entomologists
also visited the IBPN Chaun Bay and Aborigen field stations
in Chukotka (Hodkinson & MacLean 1980).

Based on a formal agreement between CRREL and the
Permafrost Institute, a two-person team from CRREL spent
two months in summer 1976 in the USSR investigating the
design and performance of embankment dams on permafrost
(Johnson & Sayles 1980). A visit to CRREL in June 1976
by P.I. Melnikov and F.E. Are preceded the visit. Other
Environmental Agreement exchanges included a five-member
Soviet pipeline delegation to Alaska in October 1978 and
reciprocal visits to Siberia under the leadership of Oscar
Ferrians (USGS) and Fred Crory (CRREL).

The Third ICOP, held in Edmonton in July 1978, was well
attended by a large delegation of Soviets led by Academician
Melnikov. It included 132 Russian papers and reports. Plans
were put in motion for the development of an international
permafrost organization, in part based on the earlier vision of
Melnikov. Later in that year, Melnikov and Grave traveled to
the United States and visited the USGS in Menlo Park, CA.

In 1979, the XIV Pacific Science Congress in Khabarovsk
offered the opportunity for a number of Alaskans and other
foreign scientists to establish additional working contacts with
counterparts in the Far East. As part of the Congress, Andrei

Sher organized the first international field excursion to the
main Kolyma River to view Yedoma exposures. His book on
Pleistocene mammals and stratigraphy of the Far Northeast
USSR and North America was published in the United States
in 1974.

Canada, continuing its long history of joint scientific and
technical cooperation with the Soviet Union and Russia
in the North, concluded agreements in October 1971 and
February 1987 that included arctic petroleum, gas hydrates,
northern environments, construction, and related topics (for
more information, see Canadian Arctic Resources Committee
1991). A 1973 visit by Nikolai Grave to Canada advanced
interest in environmental protection. In 1978, a four-person
delegation led by G. Hank Johnston visited the western end
of the Baikal-Amur Mainline Railway to observe earthwork
construction. J. Ross Mackay, University of British Columbia,
visited Moscow State University as an invited lecturer and was
inducted into the Geographical Society of the Soviet Union in
1980.

During the mid-1970s, considerable attention in North
America was devoted to the potential exploration of the outer
continental shelves. Based on his Soviet experience and
knowledge of the extensive literature, Michael Vigdorchik,
a Soviet expatriate residing in the United States, produced a
series of reports and a book on submarine permafrost of the
Eurasian and North American shelves (Vigdorchik 1980).

IPA, Conferences, and the Opening of the Soviet
Arctic: 1980s

The early 1980s was devoted to preparation of the Fourth
ICOP (FICOP), Soviet involvement in the conference, and the
formal organization of the International Permafrost Association
(IPA), which took place in Fairbanks in July 1983 during
FICOP (Brown et al. 2008). Academician P.I. Melnikov was
elected the first President of IPA, partly in recognition of his
leadership both within the USSR and his working relationships
with Western nations. During the 1980s, the IPA organized
multi-national activities and initiated publications through its
Working Groups related to climate change, data, terminology,
foundations, mountain permafrost, and periglacial activities
(Brown et al. 2008). During this formative organizational
period of the 1980s, the IPA Executive Committee and its
Presidents Melnikov and Péw¢ and Secretary General Mackay
led the development of the IPA, and it became an Affiliated
Member of the International Union of Geological Sciences.
The Fifth ICOP was held in Trondheim, Norway, in 1988,
again with active participation of Soviets. A workshop on data
held during the conference ultimately led to development of
the IPA Global Geocryological Database, which subsequently
involved active Russian participation. In the following years,
other Russians served as IPA Vice Presidents and members
of the Executive Committee. These included V.P Melnikov
(1988), N.N. Romanovskii (1993), F.E. Are (1998), and G.
Perlshtein (2003).

The Geneva Summit between President Reagan and Soviet
leader Gorbachev (November 19, 1985) resulted in the signing
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of a new Environmental Agreement and the subsequent formal
initiation of permafrost projects. During the February 1-4,
1988, Joint Committee Meeting in Moscow, Project X of the
Environmental Agreement (Arctic and Subarctic Ecology) was
activated as a formal area of study. Jerry Brown and James
Devine (USGS) were designated as co-chairs on the U.S. side,
and Yuri Chernov and N.P. Morozov co-chairs on the Soviet
side. Among other science memoranda was the NSF-USSR
Academy of Science on Cooperation in the Field of Basic
Scientific Research.

During 1987, a Chinese delegation led by Professor
Zhou Youwu visited the Former Soviet Union, followed by
subsequent return visits to China by Russian geocryologists.
Madame Zhou and her colleague Tong Boliang had graduated
in 1959 from Moscow State University under the supervision
of Professor Kudryavtsev (Zhang 2001).

In October 1987 in Murmansk, Mikhail Gorbachev presented
aspeech that focused on expansion of international cooperation
in the North and Arctic (Scrivener 1989). The conference on
arctic research held in St. Petersburg in December 1988 was
a follow-up to the 1987 Gorbachev doctrine. The conference
identified future international research (Kotlyakov & Sokolov
1990).

In a letter dated June 15, 1988, Academician Melnikov
announced that in connection with ‘“Perestroika”
(restructuring), the Soviet permafrost community was ready
to conduct joint research, including research by contract. In
April 1989, as part of the Environmental Agreement Project
X, V.P. Melnikov attended a permafrost workshop at the U.S.
Geological Survey in Menlo Park, California, organized by
Bruce Molnia and chaired by Art Lachenbruch.

Following these statements and events, the International
Symposium on Geocryological Studies in the Arctic
Regions was held August 1-10, 1989, in Yamburg, northern
West Siberia. The symposium was organized by the USSR
Academy of Sciences under the auspices of its National
Committee on Permafrost and the Scientific Council on
Earth Cryology. V.P. Melnikov was the presiding officer.
In addition to the approximately 65 Soviet participants at
the Yamburg symposium, there were 25 invited foreign
participants representing Canada (9), China (3), Denmark
(1), Finland (1), Japan (1), Norway (1), and the United States
(9). The symposium was unique in a number of ways. The
two days of helicopter tours provided unprecedented access
to the gas developments and site visits to the massive ice-
rich terrain exposures of northern West Siberia. The informal
recommendations made in Yamburg provided direction for
future cooperation and included the need for networks of
polar monitoring stations, an international mapping project,
and environmental protection to minimize terrain disturbance.
Many long-term friendships were renewed and/or established
between Soviet and foreign colleagues. In our meetings
with Evgeny Melnikov, we formed lasting friendships and
established the base for development of the circumarctic
permafrost map and cooperative monitoring programs.

Academician P.I. Melnikov was an active participant in both
the First and Second IPCC Assessment and co-chaired the

Working Group II chapter on snow, ice, and permafrost (cryo-
sphere) with R. Street of Canada. Several working meetings in
Canada in 1989 included Oleg Anisimov and Maria Gavrilova.
Anisimov’s initial involvement with the permafrost commu-
nity was through a U.S. NSF grant with Frederick Nelson in
1988, which subsequently led to a series of hemispheric-scale
maps of permafrost and active layer thickness (Anisimov &
Nelson 1996). Anisimov continued his IPCC contributions as
Coordinating Lead Author in the 2001 and 2007 assessments.

As the decade came to a close, scientific and commercial
ties between Alaska and the Soviet Far East began to flourish,
with resulting scheduled airline flights across the Bering Sea.
This began with the Alaska-Siberia Friendship Flight in March
1989 to Anadyr. In September of that year, the “All-Union
conference on engineering-geological investigations in the
permafrost zone” was held in Magadan and was attended by
Alaskan engineers Jim Rooney, Ray Krieg, and Duane Miller.
Among participants in Magadan were Ninel F. Krivonogova,
Head, Laboratory of Engineering Geology and Permafrost
Studies (VNIIG); Valentin Kondratiev, Chita State Technical
University; and Edward Ershov, Vladimir Romanovsky, and
Vladislav Roujanski as the co-sponsors from Moscow State
University. The following year, Rooney attended meetings in
St. Petersburg in the All-Union Research Institute of Hydraulic
Engineering (VNIIG).

The Golden Decade of Cooperation: 1990s

The International Permafrost Association played an
important role in this new era of cooperation. Starting in 1989
and continuing to the present, many permafrost activities in
Russia are reported and archived in the IPA News Bulletin
Frozen  Ground  (http://ipa.arcticportal.org/publications/
frozen-ground). These bulletins contain details of conference
and national member reports, and bilateral and international
programs.

As a result of “Perestroika” and the resulting policy of
openness (Glasnost), the 1990s marked the beginning of
intense international collaboration with Russia and the
establishment of numerous joint programs. The early years
of the decade witnessed a major change in our relationships
with Russian science and geocryology. Due to the austerity
conditions at their home institutions and increased
openness, many Russians sought collaboration and financial
opportunities outside Russia. In some cases, both senior and
junior researchers emigrated to the West. The net result was an
enhancement in the exchange of information and experience
for many non-Russian institutions and nations. Other benefits
included additional resources within Russia for collaborative
international research, and access to remote regions of Russia.
The Russian Fund for Basic Research, the George Soros
International Science Foundation and, starting in 1993, the
International Association for the promotion of cooperation
with scientists from the independent states of the former Soviet
Union (INTAS) provided much needed support. In many
instances, these seed grants helped to increase collaboration
with non-Russian researchers.
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The Institute of Earth Cryosphere (IEC) of the Siberian
Branch of the Russian Academy of Sciences was created in
1991 to develop basic studies of cryogenesis in the evolution
of the geospheres and to develop the research basis for the
use of natural resources in the North. Many international
collaborations developed with IEC members located in its
Moscow branch, its field stations, and later in Tyumen under
the direction of Academician Vladimir P. Melnikov. The
journal Earth Cryosphere started publication in 1997 with
four issues per year. It provided ready access to results of new
Russian investigations and offered the possibility for non-
Russian papers.

The Fifth Canadian Permafrost Conference was held June
5-8, 1990, at Laval University in Quebec City, and among the
146 participants were 22 members from the USSR, representing
the largest Soviet delegation to ever visit North America.
During the conference, the IPA Council passed a resolution
calling for the production of a circumpolar map depicting the
current knowledge of permafrost distribution and boundaries
in the Northern Hemisphere. Under the coordination of the
IPA Editorial Committee and chaired by the author, Canada,
Russia, and the United States took the lead in organizing the
mapping effort. Numerous subsequent meetings took place,
mostly in North America. Principals involved were Evgeny
Melnikov, All-Union Research Institute of Hydrology and
Engineering Geology (VSEGINGEO); Alan Heginbottom,
Geological Survey of Canada (GSC); Oscar Ferrians, U.S.
Geological Survey (USGS); and Jerry Brown, IPA. The USGS
agreed to prepare the final edited map and published it as
part of the Circum-Pacific Map Project (Brown et al. 1997).
The Russian portion of the map was based on existing and
updated maps by several government institutions and the
newly published geocryological map of the USSR (Zaitsev
et al. 1998). All relevant Russian institutions approved the
final version of the newly compiled IPA map. Without this
new Russian cooperation and openness, and the leadership of
Evgeny Melnikov, this mapping effort would not have been
possible. Melnikov and his colleague from VSEGINGEO,
Stanislav Grechishcheyv, received several grants in 1993 from
the U.S. Department of State MAB program for global change
prognosis and geocryological mapping.

Other IPA international initiatives included the Russian
contributions by Nikolai N. Romanovskii and V.V. Konishchev
to the twelve-language glossary (van Everdingen 1998), and
the initiation of Russian data compilation aided by Marina
Leibman and Irina Streletskaya. The Circumpolar Active-
Layer Permafrost System CD-Rom contained many Russian
datasets for boreholes and soil temperatures (IPA 1998).

In a research note, Melnikov et al. (1993) described Russian
programs to monitor the response of permafrost conditions and
engineered structures to the observed late twentieth century
warming. They discussed the use of Canadian and Japanese
data recorders in Russian boreholes, and anticipated the
development of “a unified circumpolar permafrost-monitoring
network” with long-term sites in Alaska, Canada, and Russia.
A summary of permafrost monitoring was later published by
Oberman (20006).

During the 1990s three international, ground-based
cooperative networks were initiated and remain active
to present with multiple Russian sites, institutions, and
individuals involved. The networks are Circumarctic Active
Layer Monitoring (CALM), Arctic Coastal Dynamics
(ACD), and Global Terrestrial Network-Permafrost (GTN-P)
(Burgess et al. 2000). A fourth network, the International
Tundra Experiment (ITEX) (Arft et al. 1999) with its origins
in the late 1980s (pers. comm. P.W. Webber, January 2012),
provided valuable interface with ecologists and resulted in the
early establishment of CALM protocols for active layer and
soil temperature observations (Brown et al. 2000).

The first reporting Russian CALM sites, starting in 1992,
were from the Gydan Peninsula and Anadyr. The number of
Russian CALM sites increased rapidly with support provided
by the U.S. NSF to Kaye Everett at Ohio State University
and subsequent grants to the University of Cincinnati (K.M.
Hinkel), the State University of New York and the University
of Delaware (F.E. Nelson), and George Washington University
(N.I. Shiklomanov). Building on these early efforts, there were,
by the end of the 1990s, 20 Russian sites, which increased to the
current total of 33 reporting sites across the European North,
Siberia, and the Far East. Russian collaborators participated in
several international CALM workshops in Lewes, Delaware
(2002), and Fairbanks (2008).

Several hundred Russian boreholes, including those located
on the network of permafrost stations (Pavlov & Malkova
2005), were identified as potential GTN-P sites for the long-
term monitoring of permafrost temperatures (wWww.gtnp.
org). A related effort was initiated by David Gilichinsky to
recover historical soil temperature data from the hundreds
of meteorological stations located in the permafrost zones of
Russia (NSIDC http://nsidc.org/data/arcss078.html).

Permafrost research along the Russian Arctic coast and its
coastal stations was greatly enhanced by the Arctic Coastal
Dynamics (ACD) project. Initial planning for the ACD took
place in the late 1990s with a workshop in 1999 at Woods Hole
in the United States. Fifteen Russians attended and represented
key institutions and sites (Brown & Solomon 2000). The field
and synthesis activities of ACD, building on existing sites,
were formally conducted in the following decade. Meetings
and annual workshops took place in Potsdam (2000, 2001),
Oslo (2002), St. Petersburg (2003), Montreal (2004), and
Groningren (2006). The ACD database includes information
for a total of 70,000 km of Russian arctic coastline (Lantuit
etal. 2011).

One of the first exchange visits to the United States under
the newly activated Environmental Agreement Project X was
a June 1990 five-person Soviet delegation from the Ministry of
Oil and Gas Construction to Washington DC and Alaska. The
visit also included Canada and was in reciprocity for several
visits in 1989 to the Yamal Peninsula.

In August 1991, a major international permafrost meeting
took place in Anadyr, Chukotka, with U.S. and Japanese
researchers attending the “Conference on Ground Ice and
Cryomorphogenesis.” It was organized by Edward Ershov,
Nina Trush, and Vladislav Roujanski, Department of
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Geocryology, Moscow State University, and the Far East
Branch of the USSR Academy of Sciences. Field excursions
led by Michael Tishin, Director of the Anadyr Permafrost
Station, included visits to experimental field sites and coastal
exposures of ice-rich permafrost. The conference took place
during the August 1991 coup (see details in Frozen Ground
No. 10).

The Anadyr conference was preceded by the USSR-
US Shared Beringia Heritage meeting in Provideniya with
extensive helicopter flights over northeast Chukotka. David
Hopkins and Julie Brigham-Grette began a multi-year program
in Chukotka to reconstruct the late Quaternary history of
Beringia.

Following the Anadyr conference, the author met Evgeny
Melnikov and Vladimir Solomatin in Magadan and we flew to
Alaska for an extensive field trip with Kaye Everett along the
Trans-Alaska pipeline and Prudhoe Bay. Also in 1991, Donald
(Skip) Walker and Kaye Everett attended a conference in Syk-
tyvkar on development of the North and problems of restora-
tion. They visited Vorkuta, Nadym, and Bovanenkovo and as-
sociated oil and gas fields (BPRC 1994). Everett participated
in the follow-up conference in Syktykar in April 1994.

In the early 1990s, Valentin Kondratiev and Edward Ershov
invited the U.S. consultants involved in the earlier Magadan
and Anadyr conferences to participate in a technical review of
the Baikal-Amur-Mainline Rail System (BAM) and permafrost
issues along the project route. Also, Rooney participated in
May 1992 with his Russian counterparts in the review of major
ground thawing and adverse drainage impacts that had since
occurred along the BAM. Valentin Kondratiev and some of the
BAM representatives were subsequently hosted in a review of
Alaskan projects dealing with similar issues. During the early
1990s, Ershov, on behalf of MSU, established agreements
with U.S. and Canadian universities, including Oregon State,
Illinois, SUNY Buffalo, and Carleton.

In April 1990, the Canadians released a publication entitled
Building international relations in the Arctic: 25 years of
Canada-USSR cooperation. Permafrost cooperation was one
of the earliest activities. The Canada-USSR Cooperative
Arctic Geosciences Research Agreement began with a
planning meeting in 1990 organized by the Geological
Survey of Canada (GSC). This was followed in 1991 by field
investigations on the Gydan and Yamal peninsulas. Focus was
on the geocryological conditions of petroleum-bearing regions
in both the USSR and Canada. The lead Soviet institution was
VSEGINGEO, with Evgeny Melnikov and Pavel Kurfurst
(GSC) the principal organizers. Scott Dallimore (GSC) and
Evgeny Chuvilin (MSU) collaborated on gas hydrates. On
June 19, 1992, in Ottawa, Canadian Prime Minister Mulroney
and President of the Russian Federation Yeltsin signed an
agreement on the Arctic and the North.

The First International Conference on Cryopedology
(Cryosols: Effects of Cryogenesis on the Processes and
Peculiarities of Soil Formation) was held in Pushchino
in November 1992. It was immediately followed by the
joint Russian-American seminar and attended by 18 U.S.
participants. Chien Lu Ping from the University of Alaska

and David Gilichinsky of the Institute of Soil Science and
Photosynthesis (ISSP) organized the seminar, which was
funded by the U.S. NSF. It resulted in the planning of joint
research projects that subsequently received support for
both U.S. and Russian researchers. Main topics included gas
exchange, soil climate, organic matter, mapping, microbial
activity, geochemical cycling, and agricultural land use.
Ping and Russian colleagues organized three expeditions
to the Kolyma River region to investigate soils and the ice-
rich Yedoma sediments. The third one was part of a National
Geographic Society project led by Wendy Eisner. Prior to this,
in 1990, Gilichinsky and Chris McKay, NASA Ames Research,
undertook a drilling program in the Kolyma lowlands in
support of astrobiology and planetary exploration.

The Russian Academy of Sciences campus at Pushchino
provided an extraordinary venue for international exchanges,
workshops, and roundtables, with Gilichinsky and the staffs
of ISSP providing leadership and logistical planning. Between
1992 and 2010, a total of 12 annual conferences were convened
in Pushchino. These also included the annual meetings of the
Scientific Council on Earth Cryology under the chairmanship
of Vladimir P. Melnikov. During this period, four additional
annual conferences were held in Tyumen at the Tyumen
State Oil and Gas University and in Salekhard; these venues
provided opportunities to visit oil and gas developments in
permafrost regions of West Siberia. Proceedings containing
extended abstracts in English are available for all conferences.

During the period 1990-1994, Andrei Sher and David
Gilichinsky organized the International Paleoecological
Expedition “Beringia” to the Kolyma lowland, which provided
the opportunity for many scientists from Canada, Germany,
the UK, and the United States to work in this area and
compare permafrost conditions with those in North America.
The Alaskan field program and international seminar for the
same group was organized in 1991 by Dale Guthrie and Mary
Edwards (Edwards et al. 1997).

Starting in 1997, International Conferences on Cryopedology
organized under the auspices of the Cryosol Working Groups
of the IPA and the International Union of Soil Science (ISSS),
took place in Syktyvkar (August 1997), Arkhangelsk (August
2005), Ulan-Ude (August 2009), and a fourth in Copenhagen
(August 2001). Sergei Goryachkin, RAS Institute of
Geography, and Galina Mazhitova, RAS Institute of Biology,
helped to facilitate these and other meetings of the Cryosol
Working Group in Russia.

In November 1998, a major international conference under
NATO’s Advanced Research Workshop program was convened
in Novosibirsk under the leadership of V.P. Melnkiov, Siberian
Branch of the Russian Academy of Sciences, and Roland
Paepe of Belgium. The workshop focused on permafrost
responses to economic development and environmental
security (Paepe & Melnikov 2001). Twenty-five senior
Russians representing major engineering and environmental
institutions and disciplines were among the 51 participants.
Substantial discussions were held and recommendations
made related to infrastructure, data exchange, and monitoring.
An earlier NATO workshop on disturbance and recovery of
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terrestrial ecosystems was held in Rovaniemi in 1995 and was
well attended by Russians (Crawford 1997).

During the mid-1990s, there were several international
efforts to develop research with Russian colleagues and
institutions in the region of the continental shelves. The U.S.
NSF sponsored three workshops in the United States and St.
Petersburg to define research priorities on the Russian Arctic
Land-Shelf Systems in a program that become known as
RAISE (Russian-American Initiative on Shelf Environments
in the Arctic) (Forman & Johnson 1998). A second program,
developed at a Russian workshop in Moscow in September
1996 at the request of the International Arctic Science
Committee, was the Land-Ocean Interactions in Russian
Arctic-LOIRA (IASC 2000). Both programs proposed and
supported permafrost-related projects and helped to promote
additional collaboration with Russian scientists. For example,
Forman and Russian colleagues investigated stratigraphy
and ice sheet limits and retreat in the regions of the Yamal
Peninsula and Franz Josef Land (Forman et al. 1999).

Following the dissolution of the Soviet Union, access
to data and sites in Kazakhstan increased. In August 1996,
members of the IPA Executive Committee visited the Institute
of Geography in Almaty and the nearby alpine geocryological
station. The station was formally part of the Permafrost
Institute in Yakutsk. Although not an FSU Republic,
cooperation with Mongolia developed in the mid-1990s with
data becoming available from boreholes drilled by the Soviets.
Both Kazakhstan and Mongolia became active in the CALM
and thermal borehole networks.

On June 23, 1994, Vice President Gore and Prime Minister
Chernomyrdin signed the agreement between the governments
of the United States of America and the Russian Federation
on Cooperation in the Field of Protection of the Environment
and Natural Resources. It included the protection of the
environment and natural resources within arctic and subarctic
areas, and superseded the 1972 Agreement on Cooperation
in the Field of Environmental Protection. Also, on December
16, 1994, in Moscow, a second agreement was signed on
the prevention of pollution in the Arctic. Neither agreement
specifically addressed permafrost activities, although a major,
high-level conference on technologies of arctic oil and gas
operations was held in Anchorage in August 1995.

Japanese-Russian collaboration started with exchange visits
of Masami Fukuda and Rostislav M. Kamensky and others
in 1990 and 1991 between the Permafrost Institute and the
Institute of Low Temperature Science. Field studies began in
Siberia in 1992. Many of these joint studies continue to the
present and initially included those on permafrost response to
climate, water and heat-energy studies, and greenhouse gases.
Annual reports contain details (e.g., Fukuda 1993).

The Russian-German scientific cooperation is performed
under the umbrella agreement of the German Federal Ministry
of Education and Research (BMBF) and the Russian Ministry
of Science and Education. Initial Joint Russian-German
cooperation started in the early 1990s with cruises in the Laptev
Sea, land expeditions on the Taimyr Peninsula, and studies of
late Quaternary history. The Arctic and Antarctic Research

Institute was the main scientific point of contact along with
the several German institutes from Potsdam, Bremenhaven,
and Keil. Results of these annual expeditions to the Laptev
Sea are reported in Kassen et al. (1999) and in the journal
Reports of Polar Research of the Alfred Wegener Institute for
Polar and Marine Research (AWI). Annual visits of Nikolai
Romanovskii to Potsdam and by Feliks Are and Erk Reimnitz
(USGS) to Keil with Heidi Kassens (GEOMAR) took place
to discuss subsea permafrost and related coastal and shelf
processes. Permafrost research in the terrestrial Arctic was
mainly undertaken by the AWI in Potsdam with the main study
areas in southeast Taimyr Peninsula (1993-1997), Central
Yakutia (1997-1998), and the Lena Delta (Laptev Sea Project,
1997-2011). The latter involved 15 Russians and 15 Germans
and included establishing sites at the Samoylov Island research
station, and studies of Lena Delta sedimentation and ice
complexes (Hubberten et al. 2003). Many of these activities
were under the direction of Hans-W. Hubberten, AWI.

In summer 1994, Sweden conducted a multi-national
ecological expedition along the Russian Arctic coast aboard
the icebreaker Oden. Teams of researchers, including upwards
of 60 Russians, visited many permafrost- dominated sites
(Gronlund & Melander 1995).

Starting in 1991 and continuing to the present, Bruce
Forbes, Arctic Centre, Rovaniemi, Finland, has collaborated
with numerous Russian researchers on field investigations
related to the effects of Siberian oil and gas development and
climate change on northern ecosystems, including the impact
on reindeer economies. His first year of study on the Yamal
Peninsula was at the invitation of V.P. Melnikov. Recent
research has been supported by the Academy of Finland
through the joint ‘Russia in Flux’ program with the Russian
Academy of Sciences and NASA in collaboration with D.A.
Walker.

Norway, although not directly involved in permafrost
exchanges, provided a common meeting ground for “East and
West” workshops, conferences, and negotiations. Norway and
the USSR had an agreement concerning technical and scientific
cooperation in the Arctic and northern areas. Early efforts by
Norway to launch a joint subsea geosciences program in the
Kara Sea met with Russian concerns about access. Odd Rogne
and the International Arctic Science Committee Secretariat
in Oslo played an important role in developing plans and
programs with Russia.

Throughout the 1990s, Russian institutions, ministries, and
individuals were engaged in bilateral programs that provided
access for national programs, and numerous individual
permafrost-related field expeditions and projects were
undertaken. One example is the Chersky station situated on
the Kolyma River, where cooperation on long-term ecological
and trace gas research began in 1992 between Sergei Zimov
and Terry Chapin and their colleagues. That collaboration
was initiated with Soros Foundation funding and continued
with Civilian Research and Development Foundation (CRDF)
and NSF grants, (Zimov et al. 1993). The Chersky station
continues to support a wide range of international permafrost-
related research and educational programs.
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Other forms of collaboration included commercial ventures
with North American geotechnical firms offering technical
assistance. For example, the EBA of Canada provided multi-
decadal services for oil, gas field, and pipeline developments
in West Siberia, and mining activities in the Far East.

Arranging field logistics with the capable assistance of
Russian institutes and colleagues had its challenges, but
few experienced serious difficulties once in the field. One
exception was the unfortunate incident in spring 1997, when
University of Alaska researchers Larry Hinzman and Vladimir
Romanovsky had their GPS equipment, computer, and field
books confiscated by security officials. They had been working
at the joint Russian-Japanese site at Tiksi. Some details were
reported in Science (Mervis 1997).

The New Century: 2000s

Many of the joint activities of the 1990s continued through-
out the first decade of the twenty-first century. The Eighth and
Ninth International Conferences on Permafrost, held respec-
tively in Zurich and Fairbanks, were attended by large num-
bers of both young and senior Russian researchers. Much of
the decade was devoted to planning and implementing coop-
erative efforts within the framework of the International Polar
Year (Brown 2010). A major emphasis was on the measure-
ments of the thermal state of permafrost (TSP) (Romanovsky
et al. 2010) and active layer thickness (CALM) (Brown &
Christiansen 2011). Measurements of some 150 Russian bore-
holes, temperature sites, and 33 active layer sites under CALM
were available by the end of the decade. Many of these sites
benefited from support of U.S. NSF grants under the program
Arctic Observing Network to V.E. Romanovsky at the Univer-
sity of Alaska, F.E Nelson of the University of Delaware, and
Nikolai Shiklomanov of George Washington University.

New international permafrost initiatives in astrobiology,
microbiology, and life at extreme low temperature developed
in part under the leadership of David Gilichinsky and in
cooperation with U.S. researchers Imre E. Friedmann,
James M. Tiedje, and Christopher P. McKay. On the basis
of this collaboration, permafrost drilling for microbial and
astrobiology studies moved to Antarctica (Gilichinsky et al.
2007). With NASA funding, the US-Russian Astrobiology
Expedition to volcanic permafrost on the Kamchatka
peninsula was organized by Andrei Abramov in 2006. During
the IPY (2007-2009), the Russian Antarctic Expedition
implemented in the vicinity of its ice-free coastal stations a
network of boreholes equipped with dataloggers for year-
round temperature monitoring (Viera et al. 2010).

Although initially visited in 1998, more intensive investiga-
tions started in 2000 on the Lake Elgygytgyn crater in north-
cast Chukotka. The program was undertaken by a team of Rus-
sian, German (AWI), and U.S. researchers to reconstruct the
region’s paleoclimate and permafrost environments. The lake
sediments are thought to contain a high-resolution, 3.6-mil-
lion-year paleoclimate record. During 2008-2009, following a
multi-year program of geophysical and climate investigations,
a 141-m sediment core, which penetrated into the permafrost

zone beneath the lake talik, was obtained. Permafrost tempera-
tures are being measured in the lake borehole and in a shallow
borehole on the adjacent uplands by AWI.

Other German-Russian collaboration continued throughout
the decade with annual, multi-institutional expeditions,
including the 2002 trips to the Lena Delta, New Siberian
Islands, and Verkhojansk Mountains. A joint study of onshore
and offshore permafrost dynamics was started in 2003 in the
Cape Mamontov Klyk, Western Laptev Sea, and followed in
2005 with a subsea drilling program logistically organized
by Mikhail Grigoriev of the Permafrost Institute (Rachold et
al. 2007). In all, there have been 14 expeditions to the Lena
River Delta by the AWI Potsdam group. A highlight of this
cooperation was a visit by Prime Minister Vladimir Putin to
the Samoylov Station on August 23, 2010. A recent publication
by Schirrmeister et al. (2011) on fossil organic matter in
Northeast Siberia is just one illustration of the benefits of
long-term collaboration between the two countries. As part of
the implementation of ACD, Georgy Cherkashov, Institute for
Geology and Mineral Resources of the Ocean, St. Petersburg
(VNIIOkeangeologia), organized several international ship-
borne field programs on the Siberian shelf. E-M. Pfeiffer at
Hamburg University, in addition to her collaborative research
on soil microbiology in Siberia, developed joint field courses
for German and Russian university students.

International collaboration in Russia became even more
urgent with the increasing concerns over the fate and
potential release of carbon from the cold soils and the
underlying permafrost (Grosse et al. 2011). The IPA-IUSS
Working Group on Cryosols led the project Carbon Pools and
Permafrost (CAPP), co-chaired by Russian colleagues. There
were renewed interests in methane emissions from degrading
permafrost and the Russian ice complexes (Zimov et al. 2006).

The Circumpolar Arctic Vegetation Map (Walker et al.
2005), involving 14 Russian collaborators, was completed
following a workshop in Moscow in 2001. A new collaboration
between Russian and U.S. researchers involved the project
“Greening of the Arctic” led by D.A. Walker. Over a five-year
period, field sites were visited and instrumented for active
layer measurements along a transect from Nadym northward
including the northern coast of Yamal, Franz Josef Land, and
the Polar Urals. This project was preceded by an expedition in
2002 to the Kolyma River region.

On October 30, 2002, NASA and the RAS formally agreed
to jointly develop a plan for the Northern Eurasia Earth
Science Partnership Initiative (NEESPI) and to invite the
international scientific community to jointly develop a plan of
research beneficial to the community. NEESPI was designed
to establish an international large-scale, interdisciplinary
program aimed at developing a better understanding of the
interactions between the terrestrial ecosystem, the atmosphere,
and human dynamics in Northern Eurasia. Modeling of
permafrost distribution and landscape response to climate
were important components of the program.

In 2002, the U.S. NSF PARTNERS Project (Pan-Arctic
River Transport of Nutrients, Organic Matter, and Suspended
Sediments) was formally initiated as a coordinated,
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international effort to collect and analyze a time series of
biogeochemical samples from the six largest arctic rivers—the
Ob’, Yenisey, Lena, Kolyma Siberia, Yukon, and Mackenzie.
In 2008, the PARTNERS Project was revised as the Arctic
Great Rivers Observatory (Arctic-GRO, a component of
NSF’s Arctic Observing Network [AON]).

Japanese-Russian research was undertaken on the thermal
impact of fire in the boreal forest of Eastern Siberia along
the Lena River, joint research in the Russian Altai, and on
rock glaciers in Central Kamchatka. In 2009, JAMSTEC
and the Permafrost Institute started to upgrade the soil and
temperature-monitoring program around Yakutsk.

The Swedish Polar Research Secretariat organized a
research expedition to the Beringia region in the summer of
2005 using once again the icebreaker Oden as its platform.
Swedish, Russian, and U.S. organizations participated. Peter
Kubhry at the University of Stockholm continued his Finnish-
initiated, GIS-based project in the Usa Basin in Northeast
Russia to evaluate regional soil carbon distribution. In 2007,
the EU-funded CARBO-North project undertook studies of
soil organic matter.

French researchers, in collaboration with colleagues from
Moscow State University and the Melnikov Permafrost
Institute, continued their modeling and long-term studies of
erosional processes along the Lena River.

Since 2003, the Dutch have maintained a station at
Chocurdagh (Kytalyk) in Yakutia to measure trace gas fluxes
and energy balance, and more recently plant ecological
experiments and active layer measurements. It was the result of
cooperation between Vrije Universiteit in Amsterdam and the
RAS Institute for Biological Problems of the Cryolithozone in
Yakutsk. The station was started as part of the EU Terrestrial
Carbon Observation System project and, more recently, was
supported by Dutch research grants. The research station is
part of the new PAGE21 project.

A significant basis for cooperation and communication
within Russia and between Russian and Western researchers
and students was facilitated with the organization of the
Permafrost Young Researchers Network (PYRN). PYRN was
formed to foster innovative collaboration and to recruit, retain,
and promote future generations of permafrost researchers
(http://pyrn.org/). It currently has more than 1000 members,
of whom approximately 170 are from Russia. PYRN, as an
international organization, was established under the patronage
of the IPA and was acknowledged by IPY as an official activity.
Activities in Russia have included field courses, workshops,
and drilling of boreholes for temperature measurements. A
series of Russian-based PYRN meetings started in Salekhard in
2007 and was highlighted there by a poster competition. Fifty
young researchers from 13 countries met in December 2007 in
the Otto Schmidt Laboratory for Polar and Marine Sciences at
the Arctic and Antarctic Research Institute, St. Petersburg. The
latest methods used in permafrost research and engineering,
and future plans to address climate change issues in permafrost
areas, were discussed. Another workshop was held in
Pushchino in October 2009. The Forum for Young Permafrost
Scientists-The Past, Present and Future of Geocryology was

held in Yakutsk as part of the 50th anniversary of the institute.
These meetings brought together young Russian scientists
and provided opportunities for non-Russians to meet their
counterparts under their host’s working environments. Such
interactions will provide new opportunities for collaboration
and professional careers.

The U.S. NSF Polaris Project is a joint initiative that offers
research opportunities for college students from the United
States and Russia to work with scientists and conduct their
own field research on changes in permafrost. The Chersky
Northeast Science Station is the home base for the Polaris
Project. Other continuing research activities here involve
measurements of land-atmosphere exchanges using towers
installed in 2001 as part of a RAISE project.

The International Polar Year (IPY) conference in June
2010 in Oslo offered the opportunity for Russians and PYRN
members to present oral reports and posters in the special
IPA sessions on permafrost on a warming planet. Similar
opportunities were planned for the Montreal IPY conference
in April 2012 and for TICOP.

The Geographical Society of Russia hosted the First
International Arctic Forum, entitled “The Arctic: Territory
of Dialogue,” on September 22-23, 2010, in Moscow. In his
closing remarks, Russian Prime Minister Vladimir Putin, who
heads the Society’s Board of Trustees, reminded the audience
of his visit to the Lena Delta and the joint German-Russian
research. The Second Forum took place in Arkhangelsk
in September 2011 and focused on arctic navigation and
environment.

At the close of the decade, on December 9, 2010, RAS
Academician Vladimir Fortov co-chaired in Moscow a working
group meeting of the U.S.-Russia Presidential Commission on
Clean Energy Technology. Included in this program is an area
of cooperation “Arctic permafrost” led on the Russian side by
Academician V.P. Melnikov.

In 2011, the 7th Framework Program of the European Union
initiated a new four-year project “Changing Permafrost in the
Arctic and its Global Effects in the 21% Century.” PAGE21
includes Russian collaborators from the Institute for Biological
Problems of Cryolithozone and Moscow State University and
six field sites in Russia. The project is under the direction of
the Potsdam Research Unit of the Alfred Wegener Institute for
Polar and Marine Research.

The booklet commemorating the 50th anniversary in
2010 of the Melnikov Permafrost Anniversary contains a
summary of its past and on-going international activities
including conferences (Shepelev 2010). At the present time,
and under the directorship of Rudolf Zhang, the Institute,
with a staff numbering 277, has cooperative agreements with
11 institutes and universities from China, France, Germany,
Japan, Mongolia, and the United States. Included in this
cooperation is the co-convening with China of nine meetings
of the “International Symposium on Permafrost Engineering.”
For those of us who started our visits to the Soviet Union in
1969 in Yakutsk, we are pleased to know that the Melnikov
Permafrost Institute is performing under its pioneering and
well-established heritage.
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Epilogue

Over the past fifty years, cooperation and communications
between the FSU/Russia and Western countries have evolved
from formal conferences and bilateral agreements to extensive
collaboration between individuals and teams of researchers.
In recent decades, the mobility for Russian scientists to
collaborate with individuals, universities, and organizations
outside of Russia has facilitated our mutual understanding of
each other’s approaches in geocryology. Increased access to the
vast reaches of the permafrost-dominated Russian territories
allows for improved understanding on a circumpolar basis
of permafrost properties, formation, and dynamics. In turn,
this understanding provides new insights into the response
of permafrost regions to past, present, and future climate
changes. Russian researchers have contributed and continue
to contribute to international permafrost monitoring networks,
to international mapping and modeling efforts, and to the
operation of stations and sites required for climate change
research. The new generation of international researchers is
benefiting from renewed access to more traditional Russian
approaches including the benefits of long-term observations
and site investigations. These collective results will advance
our communities’ knowledge of terrestrial and planetary
permafrost and processes.

Finally, as we continue into a future of sustained cooperation
with Russian colleagues, let us remember some of those in
the FSU and Russia who provided the foundations for this
cumulative knowledge and cooperation, many of whom the
author had the privilege to know:

Pre-1990 (year deceased)
Boris N. Dostovalov (1977) Igor A. Nekrasov (1989)
Vladimir A. Kudryavtsev (1982)  Petr A. Shumskiy (1988)

1990s
Aleksandr 1. Popov (1993)
Lev Semenov (1994)
P.F. Shvetsov (1992)
Sergei S. Vyalov (1998)

Leonid Chistotinov (1997)
Igor D. Danilov (1999)
E.M. Katasonov (1998)
Oleg V. Makeev (1999)
Pavel 1. Melnikov (1994)

21* century

Alexei Arkhangelov (2002)
Nina Anisimova (2011)
Veniamin Balobaev (2011)
Grigoriy I. Dubikov (2001)
Adrian I. Efimov (2000)
Edward D. Ershov (2009)
Petr P. Gavriliev (2009)
David A. Gilichinsky (2012)
Nikolai A. Grave (2002)
Stanislav E. Grechischev (2010)
Nikolai F. Grigoriev (2005)
Anatoly D. Frolov (2006)
Igor V. Ignatenko (2003)

Rostislav M. Kamensky (2007)
Anatoly N. Kotov (2006)
Galina G. Mazhitova (2009)
Evgeny S. Melnikov (2006)
Irina Protas’eva (2000)
Andrey Sadovsky (2006)
Andrei V. Sher (2010)

II’ya A. Sokolov (2006)

Petr Soloviev (2002)

Vera D. Vasilievskaya (2010)
Kirill Voytkovskiy (2006)
Igor A. Zotikov (2010)
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Abstract

The distribution of permafrost in the earth’s subsurface has profound impacts on arctic ecosystems, climate feedbacks,
and hydrologic processes, and it is pertinent to the stewardship of arctic environments. Despite this, knowledge about the
arrangement of permafrost at depth is lacking due to the difficulty of densely probing the subsurface over large spatial areas.
Airborne electromagnetic surveys provide information on the subsurface distribution of electrical resistivity. Numerical
inversion of the data produces a resistivity depth 3-D image, which can provide insight to permafrost distribution. Here we
present the results of a large airborne electromagnetic survey near Fort Yukon, Alaska. The survey provides unprecedented
3-D images of subsurface electrical properties that reveal changes in lithology and the presence or absence of permafrost.
Permafrost distributions derived in this study will be used to inform models generated to evaluate potential consequences
of permafrost thaw, and they will serve as a critical baseline for future permafrost investigations.

Keywords: Alaska; geophysics; permafrost; survey; talik; Yukon.

Introduction

Permafrost—defined as ground that remains at or below
0°C for at least two consecutive years—is present throughout
much of the Arctic and in alpine environments, and it underlies
approximately 24% of the land area in North America. The
distribution of permafrost in the earth’s subsurface is highly
relevant to hydrogeologic processes, climate feedbacks, and
arctic ecology. Mapping permafrost at depth is critical to
the understanding of these natural phenomena and provides
guidance for management decisions regarding resources
and infrastructure. Despite the significance of permafrost
regions, detailed information about the spatial distribution
of permafrost in the subsurface is lacking. Here we present
the results of an airborne electromagnetic (AEM) survey that
provides three-dimensional views of discontinuous permafrost
near Fort Yukon, Alaska.

Physiographic Setting of the Yukon Flats Study
Area

The Yukon River Basin, with an area of more than 856,000
km?, is the fourth largest watershed in North America. It
covers a large region of central Alaska as well as portions
of the Yukon Territory and British Columbia in Canada. The
AEM geophysical survey was conducted near Fort Yukon,
Alaska, USA, and the confluence of the Yukon, Porcupine,
Black, Chandalar, and Sheenjek rivers, approximately 225
km northeast of Fairbanks (Fig.1). This region of the basin is
known as the Yukon Flats, an area of low topographic relief
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with numerous streams and lakes where the Yukon River is
characterized by braided and meandering channels. Permafrost
in the Yukon Flats is discontinuous; it is thought to be present
in most areas but may be absent beneath persistent lakes and
rivers (Ferrians 1965).

Methods

Previous investigators have determined that resistivity in
earth materials and ice decreases with temperature (Olhoeft
1978, Petrenko 1994, Scott & Kay 1988). These variations in
resistivity can then be mapped using electromagnetic (EM)
techniques (Hoekstra & McNeill 1973, Hoekstra et al. 1975,
Scott, etal. 1990, Vonder etal. 2002). Airborne electromagnetic
surveys have been used recently to provide subsurface
information for hydrogeological characterization (Siemon et
al. 2009). A unique value to these surveys is that data can be
quickly collected over large areas without disturbing local
activities or delicate environments (e.g., arctic tundra). These
electromagnetic (EM) datasets are then processed, inverted,
and interpreted to provide information on the structure of the
geological and hydrogeological environment.

The AEM data were acquired with the Fugro Resolve system
from June 3 to 10,2010 (Ball et al. 2011), and the results of this
survey are described in Minsley et al. (2012). The survey was
flown in June due to aircraft scheduling constraints. Optimal
survey time would have been in late August at the maximum
development of active layer depth. However, we believe this
did not negatively impact the survey results.

AEM data were acquired in two different acquisition
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methods (Fig. 1). First, a block of closely spaced survey lines
covers approximately 300 km? in the vicinity of Fort Yukon
for the purpose of mapping subsurface features in three
dimensions with high spatial resolution. Second, a number
of widely spaced ‘reconnaissance’ lines, totaling nearly 900
km in length, were flown over a much larger area in order to
sample a variety of hydrogeologic settings in the region and
provide a broader context for the study.

The Resolve system is a multi-frequency electro-magnetic
induction surveying tool that operates with six transmitter-
receiver coil pairs. The transmitter and receiver coils are
separated by approximately 8 m, and operate between 0.4 and
140 kHz. The system is towed approximately 30 m beneath
a helicopter at average survey speeds of 30 m/s and ground
clearance of 30 m. Oscillating electrical currents in the
transmitter coils induce secondary currents in the earth that
are influenced by the subsurface electrical resistivity structure,
where lower frequencies are sensitive to greater depths. The
system of induced currents generates secondary magnetic
fields that are picked up by the receiver coils, providing
measurements of the in-phase and quadrature components
of the secondary field reported in parts-per-million of the
primary field. At typical survey speeds, one sample of all
six frequencies is output approximately every 3 m along the
flight line. The lateral footprint of the system is about 20—100
m but varies with frequency, survey altitude, and resistivity
(Beamish 2003).

18'0" 160"’W 140|“W 120I5W
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Each sounding is converted to a one-dimensional profile
of subsurface resistivity using a regularized least-squares
inversion algorithm (Farquhasrson et al. 2003) (Fig. 2). Use
of a one-dimensional algorithm is an approximation when
structures are laterally heterogeneous over the footprint of the
system, but is reasonable for this study area where features of
interest have a long spatial wavelength. Each inversion was
run with three different reference models to assess the depth
of investigation at each sounding (Oldenburg & Li 1999).
Transparency shading is used at the bottom of the sections and
indicates this depth, beyond which resistivity values are no
longer constrained by the data.

Because electrical resistivity is an indirect measure of
subsurface physical properties, it is necessary to incorporate
site-specific knowledge about how resistivity is related to the
properties of interest. The only available ground truth data in
this remote study area come from the 1954 water well near
Fort Yukon and the nearby 1994 borehole, which was re-
drilled in 2004 (Fig. 1) (Clark et al. 2009).

Resistivity values of 100-200 ohm-m are observed in the
uppermost unfrozen eolian silt and sand. Resistivity rapidly
increases to greater than 1000 ohm-m in the upper fluvial
gravel unit, which was entirely frozen except for the top 2—3
m (in 2005). A transition to lower resistivity values near or less
than 100 ohm-m is observed at depth where frozen lacustrine
silt and clay are present. Decreased resistivity in the unfrozen
upper 5-10 m, and the trend toward lower resistivity values
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Figure 1. Yukon River Basin location (inset) and geophysical study area with surface water features (Rover et al. 2010) and
background shading indicating permafrost characteristics (Ferrians 1965) (modified from Minsley et al. 2012).
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below the depth of permafrost at ~90 m, are consistent with
the fact that frozen materials are more resistive than their
unfrozen counterparts (Yoshikawa et al. 2006).

An interpretive framework is defined based on the
well and borehole data, additional knowledge about the
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depositional environment, and existing information about
typical resistivity values of various earth materials. Each
material can occupy a relatively wide range of resistivity
values due to variability in porosity, saturation, and mixing
of different lithofacies. Resistivity values rapidly increase

Resistivity Depth-Slice Map
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Figure 2. Schematic of HEM data collection and interpretation. a) Parallel lines are flown 400 m
apart. b) In-phase and quadrature electromagnetic response are measured at several frequencies. c)
Inversion is used to determine the resistivity-depth image. d) Resistivity-depth images are combined
to produce an interpreted depth-slice map (modified from Fitterman & Deszcz-Pan 1998).
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Figure 3. Plan-view slices at depth increments of 15 m through the inverted resistivity models within the AEM survey
block. Thin black lines indicate the actual flight path during the survey. Transects denoted A-A’, B-B’, and C-C’ indicate
the locations of selected cross-sections illustrated in Figure 4. The black arrows in (b) and (e) highlight the location of a
sinuous side-channel of the Yukon River that is also shown in Figure 4 (Minsley et al. 2012).
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as temperatures drop below 0°C, although similar increases
in resistivity can also be observed in unfrozen materials
at very low saturation. The range of resistivity values for
surface waters, which is primarily a function of salinity,
is defined empirically from this survey where data were
acquired over known water bodies. Typical water resistivity
values are on the order of tens of ohm-m, though several
locations as low as 2-3 ohm-m were observed. Loess on
the marginal uplands, which can occupy a wide range
of resistivity values, is observed only over very limited
portions of the reconnaissance survey lines at higher
elevations and is therefore easily identified.

Lithologic and Permafrost Inferences from
AEM Data

Plan-view slices at 15 m depth intervals from the surface
to 75 m show the distribution of electrical resistivity over the
block portion of the survey (Fig. 3). There are a number of
notable features in these images: (1) surface water features
consistently appear as regions of low-resistivity (blue) in
the near-surface, several of which extend throughout the
entire depth-extent of the model; (2) very high resistivity
values greater than 1000 ohm-m (orange-pink) are observed
throughout the upper 15-30 m in the northeast and up to 45
m in the southwest portions of the survey area, and overlie
decreased resistivity (blue-green) regions at depth; and (3)
the Yukon River is characterized by a broad, relatively low-
resistivity zone that widens to the southwest with depth. Two-
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and three-dimensional views of parts of the block section are
also presented (Figs. 4, 5).

Conclusions and Future Directions

Airborne geophysical data have provided extraordinary
new insights into subsurface lithologic variability and
discontinuous permafrost distributions in the Yukon Flats area.
The geophysical observations are consistent with the known
depositional history of the region, and with thermal features
associated with surface water and groundwater. We have
shown that sensitivity of the resistivity models to the presence
or absence of permafrost can be used to make inferences
about the recent (~1000 year) chronology of the Yukon River
migration, and has implications for studying the development
and re-freezing of taliks as they undergo variable thermal
forcing.

These data represent the foundation upon which numerous
interdisciplinary studies will be focused. Future work
will integrate remote sensing data, targeted ground-based
geophysics, shallow probing to assess the top of permafrost,
geochemical analyses of lake and river samples, and thermally
coupled flow modeling to better understand dynamic
permafrost-related processes in the Yukon Flats over multiple
scales (Jepsen et al. 2011, Pastick et al. 2011, Walvoord et al.
2011). This interdisciplinary approach aims to explore the
connections between hydrogeologic, climatic, and ecological
processes. It has significant implications for the future
stewardship of arctic environments.
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Figure 4. Resistivity cross-sections along the three transects highlighted in Figure 3 with relevant surface features
and recent burn areas annotated. The downward-pointing arrows indicate the location of a sinuous side-channel of
the Yukon River that is also evident as a shallow low-resistivity zone (Fig. 3 b and e). Interpreted lithologic and
permafrost boundaries are superimposed as dashed lines. Vertical exaggeration is approximately 25:1.
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Figure 5. Three-dimensional cutout view of the resistivity model in the vicinity of (a) Twelvemile Lake
and (b) the Yukon River. The grey isosurfaces are interpreted to indicate the base of permafrost in the
subsurface. The upper image in each figure is a Landsat view of the region displayed below. Vertical

exaggeration is 12:1 (Minsley et al. 2012).
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Abstract

Several methods are used to observe unfrozen water content in frozen soil. These include pulse-NMR (P-NMR), time
domain reflectometry (TDR), differential scanning calorimetry (DSC), and the contact method. However, a preliminary
study by the authors reveals that test results depend on the method. This disagreement may be caused by improper
treatment of data in P-NMR analysis. In this paper, free induction decay (FID) followed by a 90° pulse of P-NMR has
been reexamined with four different soils in order to confirm the validity of the analytical method. In the discussion, two
different methods used to determine the appropriate time for choosing signal intensity of each specific FID, are discussed.
After the appropriate method to determine the rational time for the signal intensity of FID is clarified, the effect of cooling
and warming runs (hysteresis) is discussed.

Keywords: unfrozen water content; P-NMR; 90° pulse; FID, hysteresis.

Introduction Time Selection for Appropriate SI (6,t)

D(6)= A Exp(—-—)

water

The behavior of water molecules in the liquid phase in frozen
soil has drawn attention for a long time. In this paper, the
liquid phase H,O in frozen soil is defined as “unfrozen water.”
Several methods are used to measure the quantity of unfrozen
water, such as pulse nuclear magnetic resonance (P-NMR)
(Tice et al. 1978, Tice et al. 1981), time domain reflectometry
(TDR) (Smith & Tice 1988, Hivon & Sego 1990), differential
scanning calorimetry (DSC) (Smith & Tice 1988, Hivon &
Sego 1990, Kozlowski 2002), and the contact method (Ershov A)
et al. 1979, Chuvilin et al. 2008). However, results produced
from these various methods are rarely identical. In order to
improve consistency among these methods, the authors re-

where, 8is specimen temperature,
tis elapsed time, Tuater is time constant
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examined the data analysis procedure for the P-NMR method FTr % stli(‘:"j)ata'th/‘i”?
as an initial step. We give special attention to the free induction 00 B_
decay (FID) signal after a 90° pulse; in the P-NMR method, the
FID signal intensity is directly proportional to water content. NMR Analysis with Selected SI(6,t)
£ e T
P-NMR Method %\ —————— meee %, 100)
S SI-2, 100)"
Conventional P-NMR method g SI(_WQ)/')
Since the main objective of this paper is the technological g B J
improvement of the P-NMR method, the theory of P-NMR o Sic15,100) @7 A
(e.g., Hornek http://www.cis.rit.edu/htbooks/nmr/) is not = SMO]J
discussed. The conventional data analysis procedure is ghesssmsasde Tl - PEkfoud,
summarized in Figure 1. The P-NMR method utilizes free 20 e O 10
induction decay (FID) followed by a 90° pulse (Fig. 1A). L B) sipecimen Tempeiixﬁéec&) Oliphant 1984)
During and after the 90° pulse, the receiver that monitors FID Figure 1. Data analysis procedure of P-NMR.
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is turned off for a certain period to protect the receiver from
the strong pulse.

This period is called “dead time” and masks the early
portion of FID. Generally speaking, the length of the dead
time is chosen to mask the FID of the solid phase.

According to the pioneering work by Tice and Oliphant
(1984), the basis of P-NMR is that the FID signal intensity
is directly proportional to the amount of unfrozen water in
the frozen soil sample. This means that we can calculate the
unfrozen water content of the soil shown in Figure 1B if we
compare the signal intensity at a positive temperature to the
water content of the soil. In other words:

ST ©.0):y (0)=ST @:1):w,(9) (1

where SI (0,t) is the signal intensity at 0°C and time t, w(0)
is water content of the soil, SI(6.t) is the signal intensity at
the negative temperature §°C, and w (6) is the unfrozen water
content by weight (i.e., weight of unfrozen water / weight of
soil particles, in percent) at the negative temperature 6°C.
Based on the principle demonstrated by Tice and Oliphant
(1984), equation 1 is valid.

A question on the conventional P-NMR method
The validity of equation 1 requires the following FID
relationship, as depicted in Figure 1A:

_SI(6,1)
R@O.0=; o) )
R(6,t)= Const(0). 3)

where R(0.t) is a ratio at the temperature & and the time
t. The relationships shown in equations 2 and 3 suggest that
the FID curves shown in Figure 1A should be converted
into horizontally parallel lines. This conversion is necessary
in order to apply equation 1. We examined the FIDs of four
different soils using this procedure.

P-NMR system used

The P-NMR system we used (see Fig. 2) consists of a
P-NMR machine (MARAN Ultra) and a temperature bath
housed within a walk-in type cold room held at a temperature
of +1°C. The operating frequency of the P-NMR is 23MHz.
The 90° pulse length is 7.6 pSec followed by a dead time of
10 pSec. For one FID measurement, 90° pulses are applied 10
times so as to improve the signal-to-noise ratio.

The temperature of the samples is controlled within the
temperature bath. The temperature control function of the
P-NMR probe is not used so as to avoid shifts in resonant
frequency due to changing temperature. Instead, for a reading,
the temperature controlled soil samples are moved into the
P-NMR probe, in which the temperature is maintained at
about +1°C by the temperature of the cold room.

Since the time required for a P-NMR measurement is less
than 30 seconds, the effect of sample temperature on the probe
temperature is negligible and vice versa.

Figure 2. P-NMR System (MARAN
Ultra with temperature bath).

Soil samples tested

The properties of the FID signal acquired from a soil and
water mixture is not completely understood. In order to
generalize the result of this study, we selected four different
soils. MZ Kaolin is a typical clay sample, predominantly
consisting of the clay mineral Kaolinite. NSF Clay is unique
clay with Pyrophyllite as the predominant mineral. We
examined a volcanic ash that contains no clay minerals but
instead consists primarily of quartz and plagioclase. Finally,
we tested the soft mudstone called Dotan in Japan. This soil
is caked Diluvium silt and the predominant clay minerals are
illite and chlorite.

Some physical properties of these soils are listed in Table
1. All of the specimens were saturated with water and then
consolidated with an oedometer. The water content and wet
density reported in Table 1 were measured after the specimens
were consolidated.

Measurement

Soil sample freezing

The focus of this experiment is the measurement method
of unfrozen water content. If ice lenses form in the specimen
while it is freezing, the unfrozen water content may decrease.
In order to inhibit ice lens formation, samples were frozen
rapidly with liquid nitrogen. Then frozen samples were placed
into the bottom of the sample holder, which was made of a
non-magnetic material such as Teflon.

Test temperatures and measurement

The sample holders were inserted into the temperature bath,
set at -20°C, and brought to thermal equilibrium. For the first
measurement following thermal equilibration, the sample
holders were sequentially removed from the bath, wiped dry,
measured in the P-NMR analyzer, and then reinserted into the
bath. After all samples were measured, the bath temperature
was adjusted to the next measurement temperature. In our
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Table 1. Soil physical properties.
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Figure 4. Typical FID curves after 90° pulse.

MZ Kaolin LN2Warming

1

1.0 « FID10/FID10

MZ Volcanic Soft
Kaolin NSF Clay Ash Mudstone

Soi particle 2.64 2.75 2.65 2.60

ensity(g/cm’)
Dry density (g/em) | 1.02 1.08 1.48 1,26
Wet density(gem’) | 1.63 1.65 1.78 1.76
Water content (%) | 60.1 53.2 20.3 39.2
Liquid limit(%) 70.2 55.0 28.6 62.3
Plastic limit (%) 353 29.0 17.7 41.9
Plasticity index () | 34.9 26.0 10.9 20.4
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Figure 3. Temperature response in the dummy specimen.

case, the suite of measurement temperatures were -20, -15,
-10,-5,-2,-1,-0.5,-0.2,-0.1-0.2,-0.5, -1, -2, -5, -15, -20, +5,
and +10°C. The time between measurements at two different
temperatures was set for at least three hours to ensure thermal
equilibrium. The monitored temperature in a dummy sample is
shown in Figure 3. Thermal equilibrium is reached well within
the three-hour period. Using this suite of temperature mea-
surements, we also investigated hysteresis between cooling
and warming runs.

Analysis method
1) Misgivings with the analysis

The main assumption of the P-NMR method is that the FID
signal intensity is directly proportional to the water content
(or unfrozen water content of a frozen soil sample) as shown
in equation 1. Another assumption is that the signal from the
water phase in a soil sample follows the exponential curve.
The FID curves acquired from MZ Kaolin (shown in Fig. 4),
however, appear to demonstrate characteristics that differ from
these assumptions.

The important point is that the signal intensity ratio between
any two FID curves at any time should be constant, as indicat-
ed by equation 2 and equation 3. In the following, two differ-
ent methods will be demonstrated and verified with FID data.
2) Method A

Equation 2 and equation 3 are the necessary conditions
to satisfy equation 1. Thus the rationale behind the use of
equation 2 and equation 3 should be first verified.

R ——
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Figure 5. Normalized FID curves with SI(10).

As is shown in equation 2, R(6.t) is calculated using FID
data. In other words, all the FID curves were compared with
the FID acquired at the sample temperature of +10°C by taking
the fraction of each FID over the FID of +10°C. The results are
shown in Figure 5.

If all the lines in Figure 5 are horizontally parallel, as is
restricted by equation 3, the assumption is applicable at any
specific time during the acquisition of the FIDs. However, the
horizontally parallel section becomes shorter as the sample
temperature becomes lower. The time for which the assumption
is true is later than 80 zSec in this case, as indicated by the
vertical line in Figure 5.

By completing this procedure, one can determine the time
range that will satisfy the assumption. Therefore, by selecting
the suitable time after the 90° pulse for unfrozen water content
analysis, equation 1 is applicable as the conventional data
analysis procedure.

3) Method B

Generally speaking, water and ice in soil have longer FIDs
(Quinn et al. 1991), with the FID of water longer than that
of ice. From this it follows that the dead time after the 90°
pulse in the conventional method is not long enough to mask
the FID from the ice. Assuming that the disorder that is seen
in the early part of the FID curves in Figure 5 is due to the
overlapping of FIDs of unfrozen water and ice:

FID(measured)= FID(water) + FID(ice) @
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- )

FID(water)= A Exp{tj

water.

U{_tzj ;
FID(ice)= B e EX

where, A, B, Twm’ and T, , are constants. The measured FID
was discriminated into FID(water) and FID(ice) with the
SOLVER function in Excel.

The typical result is shown in Figure 6. As is seen in the
figure, FID(water) and FID(ice) are well discriminated using
SOLVER. The FID(water)s of MZ Kaolin are shown in Figure
7. If these straight lines satisfy equation 2 and equation 3, then
equation 1 is applicable.

T, ... is the time constant of the decay function of equation
5, and the values of T _of the each FID(water) acquired from
FIDs at different temperatures are shown in Figure 8. The
shape of the FID curves of each soil sample indicates that the
T .. of the four soils tested has temperature dependence.

Mathematically, a condition required by equation 3 is
that T is constant over the specimen temperature range.
Therefore, it will be difficult to determine the appropriate
time t which fulfills the requirement. However, Method
B is applicable for the soils in cases where the temperature
dependence of T, is negligible.

4) Comparison of Method A and Method B

Method A and Method B were applied to the soils
summarized in Table 1, and the results are shown in Figures
9-1to 9-4.

For Method A, 100 ££Sec was selected as the time t required
to fulfill equation 3. For Method B, T in equation 5 of
different FIDs were assumed to be equal. With this assumption,
the requirement is fulfilled at any time t. So t=0 was chosen for
equation 5, resulting in SI( 8,0)=A.

As shown in Figure 9, Method A and Method B provide
the same trends in unfrozen water content versus temperature
(i.e., unfrozen water content decreases with temperature).
However, the difference between the two methods increases
as temperature decreases. The differences between Method A
and Method B in the low temperature range, such as below
-1°C, in the four soil samples are considerably large.

According to the data shown in Figure 5, Method A fulfills
the requirement to choose the appropriate time t for FID signal
intensity analysis. The data shown in Figure 9 indicates that
Method B consistently provides higher unfrozen water content
per soil sample. Therefore, the authors recommend Method
A for finding the appropriate time t for the unfrozen water
content analysis using FID signal intensity data.

Hysteresis

Unfrozen water content curves of warming and cooling
temperature runs are shown in Figure 9. Hysteresis is clearly
visible in each of these figures. All of the cooling curves
demonstrate higher unfrozen water content than warming
curves. It is noteworthy that the predominant temperature

MZ Warming LN2-0.25
2.5E+04

+ Measured

Calculated —Eq.(4)
Calclated Unfrozen WatereEq(( 5)
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Figure 6. Discriminated FID(water) and FID(ice).
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Figure 7. Typical FID(water)s at different temperatures.
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range of the hysteresis depends on soil type. Therefore, it is
important to indicate which process (either the cooling or
warming process) is used when discussing unfrozen water
content curves.

Conclusions

1) None of the FID curves that were acquired from the four
different soils follow a simple exponential curve.

2) The early part of the FID curves especially demonstrate
the tendency mentioned in conclusion 1.

3) Therefore, it is important to choose the appropriate time
“t” for the analysis of unfrozen water content.

4) Method A is a simple and effective technique.
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5)

6)

7)

8)

9)

Method B may discriminate between the FIDs from
ice and water, assuming equation 5 and equation 6 are
applicable.

Since the time constant, T, of four soils demonstrates
temperature dependency, equation 2 and equation 3 may
not be satisfied.

Therefore, Method B may not be the universal technique
for the unfrozen water analysis.

The predominant temperature range of hysteresis depends
on soil type. The description of cooling or warming
processes is important when discussing unfrozen water
curves.

An appropriate data analysis procedure for the P-NMR
method is demonstrated in this paper. The consistency
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Figure 9. Comparison of Method A and Method B for different
soils (data also show hysteresis).

of the P-NMR method with other methods such as TDR,
DSC, the contact method, and so forth can now be studied
further.
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Geochemically-Induced Unfrozen Water Effects on CCR Surveys
of Massive Ground Ice, Western Canadian Arctic
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Abstract

Capacitively-coupled resistivity (CCR) surveys were performed at two ice-rich sites in the Western Canadian Arctic,
each with fundamentally different geochemical properties. On Herschel Island, a CCR profile was carried out above and
parallel to the headwall of a retrogressive thaw slump. At Parsons Lake, a CCR survey intersecting three boreholes shown
to contain massive ice was conducted. Vertical sampling transects were performed at massive ground ice exposures to
measure electrical conductivity and cation concentrations. The average conductivity of melted massive ice samples on
Herschel Island was 5.6 times greater than Parsons Lake. In addition, an electrical contrast of similar magnitude was
found for CCR surveys. In combination with observations of relatively high Na cations, CCR profiles suggest that brine
films containing significant unfrozen water content exist on Herschel Island. Hence this research illustrates geophysical

heterogeneity for similar massive ice volumes.

Keywords: permafrost; massive ground ice; Western Canadian Arctic; capacitively-coupled resistivity; geochemistry;

geophysics.
Introduction

Acquiring subsurface information about ground ice and
stratigraphy is an important starting point for most development
activities in the North. The labor and costs associated with
excavation or drilling are a drawback compared to most
shallow geophysical surveys, and although exposed sections
provide 2D stratigraphic data, their presence is not guaranteed.
Capacitively-coupled resistivity (CCR) is a relatively new
technique with operational advantages in permafrost terrain.
Direct current resistivity (DCR) places electrodes in the
ground to pass an electric current, but with CCR, no galvanic
contact with the ground is required. Hence CCR overcomes
problems associated with impenetrable surfaces, which were
first reported in Muller (1947) as well as Scott and Mackay
(1976).

Although previous CCR investigations in permafrost
areas (e.g., de Pascale et al. 2008, Calvert et al. 2001) have
demonstrated the tool’s utility to detect massive ground ice,
they do not show how geophysical outputs for massive ground
ice can vary as a function of its geochemical properties, which
could affect unfrozen water content. The goal of this paper
is to explore how changing concentrations of salt in massive
ground ice bodies affect CCR results. Since ground ice is a
critical factor affecting disturbance patterns associated with
thermokarst, exploring electrical heterogeneity for similar
massive ground ice volumes is imperative for accurate
subsurface mapping products. This is particularly true if
ground-truth calibrated resistivity data are used as a baseline to
interpret CCR profiles from other locations with different ice
geochemistry. This study compares the results of CCR surveys
with geochemical analyses of ice samples at two sites in the
western Canadian Arctic, each with fundamentally contrasting
geochemical properties related to salinity.
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Background

For CCR surveys, one or multiple receivers are used to
detect an electric field and measure the potential difference
(voltage) of the materials through which a current has passed.
Electrical resistivity is controlled by water and ice volumes,
geochemistry, temperature, grain size, as well as the porosity
and degree of saturation of soil (McNeill 1980). The effects
of these variables are not always independent because each
contributes to the amount of unfrozen water present. Unfrozen
water content is a key variable responsible for resistivity
changes (Hauck 2002), and a large increase in resistivity
occurs at the freezing point when most of the available
moisture turns to ice (e.g., Hauck et al. 2003). In interstitial
ice, the unfrozen water films are continuous in pores and
interconnected passages; thus, resistivity is less compared to
stratified cryostructures (Fortier et al. 1994).

In terms of geochemistry, increasing the concentration of
dissolved solids like salt decreases resistivity by 1) increasing
the conductivity of pore water, and 2) increasing the amount of
unfrozen water by depressing the freezing point (e.g., Kneisel
et al. 2008, Scott et al. 1990).

Study Areas

Twoice-richsites in the western Canadian Arctic were studied
(Fig. 1). Herschel Island (69°36'N, 139°04'W) is located 3 km
off the mainland of the Yukon Coast in the Canadian Beaufort
Sea. The island is part of a push moraine made up of highly
deformed marine sediments that were excavated and pushed
into place by advancing ice sheets during the last glacial
period (Rampton 1982, Mackay 1959). Covering an area of
108 km?, it is characterized by a gently rolling landscape with
a maximum elevation of 182 m a.s.l. Mean annual temperature
on the island is -11°C (Pollard 1990). Permafrost in this area is
continuous and can reach depths of 300 m (Smith & Burgess
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Figure 1. The locations of Herschel Island and Parsons Lake in the
western Canadian Arctic (modified from Lantuit and Pollard 2008).
Herschel Island is a push moraine made up of highly deformed
marine sediments and is 3 km off the mainland of the Yukon Coast.
The Parsons Lake area has been identified as a possible staging site
for future hydrocarbon development.

2000). The surficial geology of Herschel Island is ice-rich with
extensive massive ground ice characterized by large bodies of
nearly pure ice, often several meters thick and extending for
hundreds of meters (Fritz et al. 2011, Moorman et al. 1996,
Pollard 1990, Bouchard 1974). These bodies of ice are largely
exposed by retrogressive thaw slumps (Lantuit & Pollard
2008).

Parsons Lake (68°59'N, 133°33'W) is located above the
tree line approximately 55 km southwest of Tuktoyaktuk. It
has a mean annual air temperature of -8.8°C and mean annual
precipitation of 248.6 mm (Environment Canada). Massive
ground ice origins in this area are complex and can be both
intrasedimental and glacial in nature (French & Harry 1990).
Since the site has potential for the development of natural
gas, extensive site assessment has been undertaken including
the collection of numerous cores by ConocoPhillips Canada
in 2004. Many of the cores confirm the presence of massive
ground ice several meters thick. Materials overlying the
massive ice are fine-grained glacial diamicton containing
segregated ice, while the underlying sediments tend to be
glacial fluvial sand. This stratigraphic sequence is a typical
pattern observed in the Pleistocene Mackenzie Delta (e.g.,
Mackay & Dallimore 1992). When coupled with stable isotope
studies carried out at a nearby retrogressive thaw slump (Fox
2011), the massive ice at Parsons Lake could conform to the
segregation model for the Western Arctic (Rampton 1988).
Irrespective of ice genesis, the surficial geology is made up of
non-marine sediments and is therefore less salty compared to
Herschel Island.

Methods

The TRI capacitively-coupled resistivity system designed
by Ohmmapper Geometrics was used for all surveys. The

Beaufort Sea
(Arctic Ocean)

Collinson
Head

W E Osborn 1] 5 10
Point | |

S Kilometers

Figure 2. The location of Hawk’s retrogressive thaw slump (star) on
Herschel Island.

instrument is deployed in dipole-dipole configuration where the
transmitter and receiver are placed in a line and separated by a
user-defined distance. The system has a relatively high lateral
resolution and relatively poor vertical resolution compared to
alternative array types (Loke 2010). Pseudosections generated
with Mapmap2000 were inverted using RES2DINV. Since
there were no obvious outliers in the datasets, the smoothness-
constrained inversion method was selected to compute the
misfit between the logarithms of the measured and calculated
apparent resistivity values. For a review of inversion
techniques, the reader is referred to Loke et al. (2003). The
data quality of the CCR surveys was analyzed through depth
of investigation (DOI) tests introduced by Oldenburg and
Li (1999). This is an empirical method that compares two
inversions of the dataset using different reference resistivities
for the model cells. The DOI approaches a value of zero where
the two inversions generate similar values. In these zones, the
cell resistivity is well constrained by the data. In areas where
the model cells contain minimal information about the cell
resistivity, the DOI approaches a value of 1. It is suggested
that a reasonably cautious cut-off value is 0.1.

On Herschel Island, a 130-m CCR survey was conducted
above and parallel to the headwall of a retrogressive thaw
slump 20 m high near Thetis Bay (Fig. 2). The survey revealed
alternating zones of ice-poor permafrost and massive ice
with ice wedges throughout. The stratigraphy of the slump
headwall was mapped and sampled along a vertical profile
through an area characterized by massive ice (Fig. 3). Samples
were subsequently analyzed for a range of geochemical and
sedimentological characteristics at the G.G. Hatch Laboratory
at the University of Ottawa, Canada.

At Parsons Lake, a 250-m CCR survey intersecting three
boreholes was carried out. The core logs show silty clay in
the upper 2-3 m of the subsurface underlain by massive ice
7.5—14.2 m thick. In addition, a vertical sampling transect was
conducted at a nearby retrogressive thaw slump (Fig. 4).
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Figure 3. In order to correspond to CCR’s depth of investigation,
only sampling results from the upper 8 m of the subsurface are
discussed in this paper (unit 3 and part of unit 4). Unit 3 is
classified as ice-poor silty clay (2.5-4.0 m) and massive ice is
represented in unit 4 (4.0-13.5 m).

Results

There are clearly resistive and conductive bodies exposed at
the thaw slump on Herschel Island (Fig. 5). From 10 to 50 m,
resistivity predominantly fluctuates between 5000 and 6000
ohm-m. This structure represents the massive ice just to the
left of thick ice-poor permafrost. Within this structure, there
are a few zones of relatively high resistivity values (>9000
ohm-m). Between 50 and 65 m, resistivities above the 0.1
depth of investigation (DOI) contour are relatively low (250—
2000 ohm-m). This region is associated with ice-poor clayey
permafrost and, as a consequence, greater unfrozen water
content capacity. Due to enhanced signal attenuation, the 0.1
DOI contour is closer to the surface compared to the rest of the
profile. On the right side of the thick ice-poor permafrost is a
large ice wedge. As a consequence, relatively high resistivity
values (>10,000 ohm-m) are recorded. Between 76 and 89 m,
another massive ice unit is observed with resistivities gradually
increasing from the structure’s perimeter (<5000 ohm-m) to the
middle portion of the upper layer (just over 10,000 ohm-m). At
89 m, there is an abrupt near-surface transition from massive
ice to ice-poor permafrost; as a result, resistivities primarily
oscillate between 3000 and 4000 ohm-m.

At Parsons Lake, CCR shows more resistive signatures for

Figure 4. Vertical sampling transect of intrasedimental
massive ice at a retrogressive thaw slump near Parsons Lake.

massive ice bodies (Fig. 6). Between 50 and 85 m, as well as
between 165 and 240 m, resistivity fluctuates between 25,000
and 40,000 ohm-m. Furthermore, the DOI tests suggest that
these results are reliable. In the middle of the cross-section (88—
145 m), there is a more conductive zone, which is interpreted
as icy sediments. Here, resistivities range from 2800 to 6200
ohm-m. According to the borehole logs for P6, P7, and P8,
the depths to the top of massive ground ice range from 1.8 to
2.4 m. Resistivity, however, does not begin to plateau until a
depth of 5 m for the massive ground ice. This demonstrates
the relatively poor vertical resolution of a dipole-dipole
configured CCR system. At Herschel Island, the resolution is
noticeably better because a smaller interval between changing
transmitter-receiver separations was employed.

Out of the seven massive ice samples on Herschel Island, the
average conductivity is 5348 ps/cm and the standard deviation
is 1256 ps/cm (Fig. 7). At Parsons Lake, the conductivities
range from 1360 to 2018 ps/cm in the shallow subsurface
(1.8-2.1 m). Conversely, conductivities fluctuate between 675
and 960 ps/cm from 2.2 to 4.7 m depths. Out of all 20 samples,
the massive ice has an average conductivity of 907 ps/cm and
a standard deviation of 306 ps/cm.

Discussion

Laboratory analyses show that the average conductivity
of the massive ice from Herschel Island is 5.6 times greater
than Parsons Lake. The higher levels of dissolved solids for
the Herschel Island ground ice are interpreted as a result of
source water interaction with marine sediments as compared
to Parsons Lake, where the water prior to freezing interacted
with non-marine sediments. As shown in Figure 8, the mean
concentration of cations in the massive ice on Herschel Island
is 1120.1 ppm compared to 177.2 ppm for Parsons Lake. In
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addition, salt (i.e., Na) occupies a much larger proportion
of the total concentration of ions on Herschel Island. If all
the samples are grouped together, Na represents 72.4% of
dissolved ions on Herschel Island compared to 17.4% at
Parsons Lake.

Comparisons between CCR surveys at the two sites illustrate
that the contrast in electrical properties is still observable
under frozen conditions. Hence concentrations of dissolved
solids (Na in particular) likely occur as brine films. If so, the
depression of the freezing point could result in continuous
unfrozen water films and, thus, pathways for electric currents.
This might explain why the resistivity observed for massive
ice at Herschel Island is substantially lower than that of
Parsons Lake. The pattern of inter-crystalline brine films will
be related to ice fabrics dominated by vertically oriented ice
crystals (Pollard 1990). Hence there is potentially a directional
bias for intrasedimentally formed ice crystals and, thus, a
preferred connectivity for the entrapped brine.

The relatively high resistivity zones in the massive bodies
on Herschel Island could be a result of ice wedges embedded
throughout the profile. Note that there could also be ice wedges
adjacent to the headwall that are not yet exposed but still close
enough to the survey line to impact the results. Since the water
for ice wedges originates from an atmospheric source, these
structures are characterized by relatively low concentrations
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Figure 7. Electrical conductivity is plotted as a function of depth,
where massive ice samples are the non-filled shapes. For massive
ice, the conductivity on Herschel Island is 5.6 times greater than
Parsons Lake.

of dissolved ions. Hence no significant depression of the
freezing front is expected and, thus, unfrozen water content is
negligible. As a result, one might suspect that the resistivities
of the ice wedges at Herschel Island should be similar to the
massive ice at Parsons Lake. This is not the case because when
the CCR detects an ice wedge, the output is a combination of
the latter and the enclosing material.

Conclusion

This study demonstrates that capacitively-coupled
resistivity surveys can generate drastically different outputs
for similar massive ice volumes. Since Herschel Island is
largely made up of highly deformed marine sediments, there
exists a large concentration of dissolved ions (1120.1 ppm),
and Na represents 72.4% of them. On the other hand, Parsons
Lake showed a relatively low number of dissolved ions
(177.2 ppm), 17.4% of which were Na. As a consequence, the
average conductivity of melted massive ice samples was 5.6
times greater at Herschel Island compared to Parsons Lake. An
electrical contrast of similar magnitude was observed during
frozen conditions using CCR. As a result, the key findings of
this research are as follows:

e  CCR can effectively distinguish ice-poor permafrost from
massive tabular ground ice, as well as ice wedges.

e Resistive signatures for nearly sediment-free massive
ice bodies are non-unique and are largely a function of
geochemical properties.

e The low resistivity values observed for massive ice on
Herschel Island are likely because of brine films that
depress the freezing point and hold significant quantities
of unfrozen water.

Understanding the heterogeneity of geophysical responses
for massive ice as a function of geochemically-induced
unfrozen water content is critical for developing accurate
subsurface mapping products. Improving the use of CCR to
detect the nature and extent of ground ice bodies should enable
scientists to estimate the thermokarst risk of an areca with a
greater degree of confidence in the future.
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Figure 8. Cation concentrations in massive ground ice on
Herschel Island (3 samples) and at Parsons Lake (6 samples).
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Abstract

Several global satellite-derived soil moisture datasets exist to date. They are based on analyses of passive or active
microwave data. Resolution is coarse at 25 km, but temporal sampling is very high. A monitoring service for applications at
high latitudes is implemented within the European Space Agency (ESA) data User Element (DUE) initiative ‘Permafrost.’
Measurements are based on Metop ASCAT, a European active microwave instrument (scatterometer, C-band). This study
discusses comparisons between these data and in situ measurements from Alaska. Weekly averaged values have been
compared to soil moisture records at several USDA stations. Results show that in situ soil moisture measurements at
shallow depths reflect variations of satellite-derived relative near-surface soil moisture although the used sensor provides
data at only 25 km resolution. There are indications that this relationship is impacted by micro-topography and temporal

offsets related to snowmelt and active layer dynamics.

Keywords: remote sensing; active microwave; tundra; time series; soil moisture.

Introduction

Monitoring of soil moisture is valuable at high latitudes,
especially in the context of climate change. Large areas at high
latitudes are underlain by permafrost. Variations in parameters
that impact heat conductivity play a role in the reaction of
the subsurface frozen ground to changes in the atmosphere.
Soil moisture information is one of the key parameters for
modeling of permafrost extent (Marchenko et al. 2008). The
moisture regime is important for active layer development
(Shiklomanov et al. 2010). Soil moisture, together with
temperature, is also a limiting factor for heterotrophic soil
respiration. It is therefore important for estimation of carbon
exchange (Kimball et al. 2009).

A range of satellite-derived global soil moisture datasets
are currently available. They are derived using passive as well
as active microwave sensors. Recently launched satellites
(Metop ASCAT, SMOS) allow for continuity in monitoring at
the global scale. ScanSAR technology enables the step from
coarse (approximately 25 km) to medium (~1 km) resolution
(Wagner et al. 2008, Bartsch et al. 2009a, Pathe et al. 2009).
However, the majority of validation and application activities
of such datasets are largely restricted to the mid- to low
latitudes.

Challenges for the derivation of soil moisture in high
latitudes include the following (Bartsch et al. 2011):

frozen/snow-covered ground conditions,

landscape heterogeneity,

seasonal variation in landcover type (water-nonwater),
micro-topographic patterning,

scarcity of ground data,

issues related to the surface vegetation such as the moss
cover,

e large difference in scale between satellite and ground data.
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These issues are addressed within the ESA DUE Permafrost
(www.ipf.tuwien.ac.at/permafrost) and STSE ALANIS (www.
alanis-methane.info) projects focusing on time series analysis
using C-Band active microwave data from scatterometer
(ASCAT) and Advanced Synthetic Aperture Radar (ENVISAT
ASAR).

This paper details the comparison of the DUE Permafrost
pan-Arctic satellite data-based near-surface soil moisture
monitoring service with in situ soil moisture measurements in
northern Alaska.

Data and Methods

Satellite products

Metop ASCAT is a scatterometer, which is an active
microwave sensor operating in the C-band (~5.6 cm).
Backscatter is recorded regularly with 25-km resolution,
and the entire globe is covered within 2-3 days. Microwave
backscatter during freeze/snow-free conditions increases with
increasing soil moisture (Ulaby et al. 1982). The applicability
for soil moisture retrieval has been demonstrated for C-band
scatterometer in the past (e.g., Wagner et al. 1999a, 1999b,
Zhribi et al. 2008). The relative surface soil moisture (%)
can be derived by time series analyses. The minimum (dry
reference) and maximum (wet reference) values are site
(pixel) specific. Once they have been determined from a
sufficiently long record, the measurements can be scaled
between those boundary values and a relative near-surface soil
moisture content (Wagner et al. 1999a, 1999b). Metop ASCAT
measurements are available since 2007. Its predecessors, the
scatterometer onboard the ERS1 and ERS2 satellites, allow
a long-term (since 1991) estimate of the reference values
(Naeimi et al. 2009).

Moisture can be derived only for unfrozen and snow-
free conditions and, thus, high-latitude application requires
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masking. An algorithm for the detection of the surface status
has therefore been implemented using an empirical threshold-
analysis algorithm also based on Metop ASCAT (Naeimi et
al. 2012).

Measurements are not available daily or at regular intervals
(every two to three days). To provide a value for each day and
to compensate for missing data, weekly averages have been
derived for each single day. All available measurements from
the day of interest and the preceding six days are used as input
for the averaging at each grid point. At the same time, data
are projected from orbit format onto a regular grid (Naeimi
et al. 2009). The final projection is the EASE Grid (polar
stereographic). The data represent the relative near-surface
soil moisture content in % (saturation). Records for the years
2007-2009 have been analyzed.

In situ data

The in situ soil moisture measurements are available
through the United States Department of Agriculture- Natural
Resources Conservation Service (USDA-NRCS). Seven sites
from Arctic Alaska have been chosen; their locations are
shown in Figure 1. The instrumentation differs, especially
regarding the minimum depth of probes (Table 1). Stations
Barrow 1, Betty Pingo, Atqasuk, Sagwon 1 & 2, and Toolik
were selected. These sites have been investigated in many
permafrost studies in the past (Hinkel & Nelson 2003). West
Dock was not used due to its proximity to the coast. Barrow
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Barrow 2Barrow 1
L]
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Westdoek L\Westdock H
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Sagwon 233

AN Toolik
o

Figure 1. Location of arctic USDA stations.

is also close to the sea, but the lowest probe depth (5 cm) is
available from this site. This location has also been the focus of
several soil moisture and permafrost-related studies in the past
(e.g., Hinkel et al. 1996, Engstrom et al. 2008, Shiklomanov
et al. 2010). Measurements at Betty Pingo provide detail on
the differences between the center, rim, and trough of a high-
centered ice-wedge polygon.

Both in situ and satellite data relate to the dielectric properties
of the soil. In situ measurements shown in the comparison
were not masked when frozen. This allowed comparison of
time periods in spring and autumn when the ground was not
completely unfrozen.

Comparison

Time series for the three years are plotted for all selected
stations in Figures 2 and 3. In all cases, the minimum probe
depth has been chosen. Other depths are displayed in the case
of Toolik and Sagwon 1. The Pearson correlation coefficient
and corresponding soil depths are shown in Figure 4.

The satellite data show, in all cases, the characteristically
high moisture after snowmelt and the gradual drying afterward.
This is not reflected in all the in situ records (such as Atgasuk).
The minimum depth of measurement at this site is comparably
deep at 15 cm, and soil moisture values are rather stable all
summer. However, the magnitude of change in the ASCAT
data at Atqasuk was also lower than at the other sites.

Inter-annual dynamics

The spring peak always occurs earlier in the satellite data
than is visible in the field probe measurements because
the satellite data characterize the near surface. The timing
difference is small for Barrow 1 in 2007 and 2008 as the probe
is at a shallow depth.

Periods of increasing moisture occasionally occurred during
the summer (Fig. 2). The level exceeded the spring maximum
in the in situ measurements in a few instances. This is not the
case for the ASCAT surface soil moisture, although variations
are visible. An exception is the Barrow site, where variations
are well reflected in magnitude and timing. The ASCAT
footprint also includes numerous water bodies for this location
(Table 1), which may introduce errors. If the distribution of

Table 1. Location of in situ soil moisture measurements sites (USDA) related to the ASCAT grid (satellite orbit oriented- http://www.ipf.tuwien.

ac.at/radar/dv/dgg/) and available minimum depth of soil moisture probes.

Station | Barrow 1,4 sub-sites | Atqasuk Betty Pingo, polygon | Sagwon 1/2 Toolik
name sub-sites
Distance | 3.77 6.6 2.73 2.27/8.11 5.56
km to Tt -2t
glo)sest FEE S U X efaies. | 't s ¢
2 2 2 9 9 $ % TN T ¢ %1 ¢ Ak
ASCAT o LI e TR ) Pt e e
gl‘ld pOth 2 ¢=0" Q2 ¢ "(a”“ [ R ) Q B ] Q e Q / 3 “ ‘ ? ‘Q .. v :‘
B site oFW | ¥ kR p r S )
) S T SRR [ B T ) :
A TR TER A W b AR BEAK, BRRh )
Minimum 5 15 10 10 9
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depth (cm)
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Figure 4. In situ volumetric and ASCAT relative near-surface soil
moisture (p<0.05 for sites with R>0.2).

water is stable within the footprint, variations over time
can nevertheless be attributed to soil moisture changes. The
agreement is best at Sagwon 1 (10 cm), Sagwon 2 (10 cm), and
Barrow (sub-site 3, 5 cm) (Fig. 4).

Variations in mid- to late summer coincide with rain events
at Barrow (Fig. 3). The mid-summer surface increase in
wetness is often initialized earlier in the soil than is seen from
the satellite data at other stations. This can be observed in 2009
at Betty Pingo, 2008 at Toolik, and 2007-2008 at Barrow.

Seasonal variations show better agreement with near-
surface probes (<12 cm depth) compared to deeper probes (25
cm). Especially interesting is that the measurements for the
polygon trough at Betty Pingo compare better with the ASCAT
measurements than the polygonal rim and center.

Intra-annual dynamics
The difference of mid-summer surface soil moisture levels
between the years can be inferred from ASCAT. For example,

Date

Figure 3. Comparison of Metop ASCAT surface wetness and USDA soil moisture measurements (5 cm depth) at site Barrow 1 (subsites : 1 — black,
2 —blue, 3-red, 4-green). Top: time series plot of weekly averages for ASCAT relative soil moisture scaled between 0 und 1 (diamonds), volumetric
soil moisture values at USDA sub-sites (lines); Bottom: total daily precipitation in mm (WMO 512 dataset).

at Sagwon 2, soil moisture values are higher in 2008 and 2009
than in 2007. This is similar for Sagwon 1 and the polygon
through measurements of Betty Pingo.

Discussion

The results from the Betty Pingo polygon measurements
differ from a previous study on Samoylov in the Lena Delta
(Heim et al. 2010, 2011). The Samoylov polygons are low-
centered. The agreement was highest for the polygon center
compared to slope measurements, whereas records at Betty
Pingo indicate that satellite measurements corresponded better
to the variations in the polygon trough. This can be explained
by the impact of micro-topography; both polygon (low)
centers and polygon troughs represent the topographically
lower and wetter parts. The localized drying of the higher
parts of the features seems to be uncoupled from the general
moisture conditions in the surroundings, which are captured
by the satellite data. Persistent saturation at low-lying
sites may contribute in general to the observed differences.
Variation is locally lower than what might be characteristic for
the surrounding.

In some cases there are seasonally differing offsets between
the satellite and in situ measurements. The advance of the soil
moisture peak in spring reflects the earlier snowmelt and soil
thaw at the surface. The summer lag may relate to the gradual
increase of active-layer depth and increased availability of
liquid water.

The possibility of capturing intra-annual variations
also allows for studies of natural hazards. The ERS1/2
scatterometer historical data of ASCAT (Naeimi et al. 2009)
allows derivation of long-term averages and anomalies. For
example, dry anomalies can be related to fire events (Bartsch
et al. 2009b). However, intra-annual variation observed at the
tundra sites analyzed in this study are rather large compared to
inter-annual variations that should be taken into consideration.

Many previous studies have investigated the possibility of

o

o
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satellite-derived soil moisture validation with in situ data.
In general, very shallow measurements correspond best to
the satellite records. This has also been demonstrated in this
paper. Greater moisture depth measurements are, however,
required for many applications. These profile values of soil
moisture can be modeled by temporal filtering which reflects
percolation (e.g., SWI, Wagner et al. 1999). This cannot be
directly applied, since the actual depth of the active layer
would need to be taken into account in the case of permafrost.
A previous study suggested that near-surface soil moisture
(upper 7 cm) relates to greenness (NDVI) of vegetation of
the North Slope in Alaska (Engstrom et al. 2008). C-band-
derived soil moisture represents depths of up to 5 cm. There is,
however, a significant scale difference in the satellite datasets
investigated in this and the NDVI study, and this difference
needs to be investigated in the future. Tools for downscaling
may provide SAR (Synthetic Aperture Radar, <1 km spatial
resolution) with measurements (Wagner et al. 2008, Pathe et
al. 2009).

Conclusions

In situ soil moisture measurements at shallow depths
reflect variations of satellite-derived relative near-surface
soil moisture, although the sensor used provides data at 25-
km resolution. There are indications that this relationship is
impacted by micro-topography and temporal offsets related
to snowmelt and active layer dynamics. These issues, and
relationships to other environmental parameters such as
vegetation, need to be further investigated.
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A New Permafrost Research Tunnel:
Methodology, Design, and Excavation

Kevin Bjella, Matthew Sturm
U.S. Army Cold Regions Research and Engineering Laboratory, Fairbanks, Alaska, USA

Abstract

During March and April of 2011, the first phase of excavation of a new underground permafrost research facility was
completed at the Cold Regions Research and Engineering Laboratory’s Alaska Permafrost Research Center at Fox, Alaska.
The New Tunnel, 28.5 m long, was excavated adjacent to the existing 110-m-long permafrost tunnel. The New Tunnel was
excavated using a rotary cutter mounted on an excavator. When completed, the New Tunnel will eventually expose over 300
m of warm, fine-grained, syngenetic permafrost. The Phase I excavation penetrated through one composite wedge, one large
ice wedge, a range of cryostructures, and numerous paleosols that promise to provide a wealth of paleo-climate information.
When completed, the New Tunnel facility will provide a three-dimensional block of permafrost bounded on four sides by
passageways, allowing for many types of engineering, geophysical, and paleo-climatic studies.

Keywords: loess; massive ice; permafrost; syngenetic; tunnel; yedoma.

Introduction

The Cold Regions Research and Engineering Laboratory
(CRREL) in Fairbanks, Alaska, has completed the first
phase of excavation and construction of a new underground
permafrost research facility. This new excavation is adjacent
to the existing CRREL Permafrost Tunnel located in Fox,
Alaska. When completed, the new excavation will expand
the underground passageways available for research nearly
threefold. Combined, these facilities (plus a new building with
lab space, cold rooms, and offices) will constitute the Alaska
Permafrost Research Center (APRC).

Background

Setting

The CRREL Permafrost Tunnel is located 15 km north of
Fairbanks, Alaska, in hills that are part of the Yukon-Tanana
uplands. Specifically, it is located in Goldstream Creek valley,
which drains the watershed directly north of Fairbanks.
During the more rigorous climate of the Late Pleistocene, this
valley became blanketed with windblown glacial silt (loess)
that was transported north from the rivers draining the Alaska
Range. Pewe (1975) identifies two silt units of interest in the
area. The near-surface unit is the Ready Bullion Formation of
Holocene age. It is composed of reworked silt and colluvium;
the reworking has resulted in thicker sections in the valley
bottoms than on the upper hill slopes. The lower unit is the
Goldstream Formation of Wisconsin age and is composed
of homogenous windblown loess with some reworking.
Sellmann (1967) identified two sections within the Goldstream
Formation in the tunnel stratigraphy. They are differentiated
by their ice wedge development. Ice wedge tops in the lower
section are just visible in the walls of the Old Tunnel, while
the bottoms of an upper tier of ice wedges are visible near the
ceiling of the Old Tunnel. The two sections are separated by
a thaw unconformity (Hamilton 1988). The upper and lower
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silt formations liec uncomformably over an auriferous alluvial
unit, the Fox Gravels, of late Pliocene to middle Pleistocene
age. This, in turn, lies unconformably on the weathered pre-
Cambrian schist bedrock.

Permafrost in the Goldstream Creek area is discontinuous,
existing primarily in wet valley bottoms and on lower northerly
exposed hill slopes. The permafrost was created syngenetically
during the loess deposition. A temporally continuous frozen
sequence beginning at approximately 40 kya and extending to
the present exists and can be found in a complete vertical loess
sequence in the tunnel. The temperature of this permafrost at
the depth of zero annual amplitude is approximately -0.8°C
(Bjella 2008). The permafrost extends approximately 30
m to 50 m below the surface but can exceed a thickness of
100 m in places (Pewe 1975). Due to the mode of permafrost
development, the cryostructures contained within the
permafrost are very diverse (Bray et al. 2006, Kanevisky et
al. 2008, Shur et al. 2004). Segregated ice, massive ice (ice
wedge polygons), paleosols, lacustrine cave ice, and erosional
and climate change induced boundaries are all found in the
loess sequences.

The Old Tunnel

The original excavation was completed by the U.S. Army Corps
of Engineers using continuous mining methods in the winters
of 1963-64, 1964-65, and 1965-66 (Sellmann 1967). This
resulted in an adit (a horizontal mine passage) with a length
of 110 m (Fig. 1). The goal of the excavation was to understand
the challenges involved in the expedient placement of men
and equipment underground in permafrost areas. A winze (an
inclined adit) was driven by the U.S. Bureau of Mines (USBM)
in 1968 and 1969 using drill and blast, thermal relaxation, and
hydraulic relaxation methods (Chester and Frank 1969). The
winze drops obliquely at an incline of 14% for 45 m, passing
into the Fox Gravels and ultimately into the weathered bedrock.
The goal of the winze excavation was to better understand the
issues associated with drilling and blasting ice-bonded, shock
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Figure 1. Old Tunnel isometric view.

absorbing earth materials. The adit begins at a silt escarpment
created during placer gold mining operations in the 1930s, which
produced dredge tailing piles adjacent to the escarpment.
These piles were leveled to create the base elevation for the
portal and the beginning of the adit. The escarpment is 10
m high at the portal, and the surface above the tunnel rises
gently along the axis of the adit, leaving approximately 7 m of
overburden at the portal, approximately 14 m of overburden at
the rear of the adit, and 18 m of overburden over the Gravel
Room. The average geometry of the Old Tunnel is 4.0 m in
width by 2.5 to 3.0 m in height.

The Old Tunnel has proved to be an extremely valuable
all-weather, all-season permafrost research facility. To date
more than 70 peer-reviewed publications have been produced
on topics including geocryology, paleoscience, geochemistry,
permafrost engineering, planetary permafrost, and mining en-
gineering, to name but a few. These studies have been per-
formed generally within the confines of the original excava-
tion geometry, with some exceptions being small- to medium-
sized side rooms that were created for specific investigations.

Preliminary Work

Purpose

One of the long-term goals in excavating the New Tunnel
is to create a large underground facility that allows access to
a larger volume of permafrost than is currently available in
the Old Tunnel. Another objective is to expose fresh geologic
materials from which samples can be taken for dating, paleo-
ecological reconstruction, and DNA analyses using the
latest techniques and methods. It is envisioned that the new
and old tunnels combined will allow us to delineate a three-
dimensional block of permafrost more than 100 m on a side,
where all features can be mapped, including wedge ice,
segregated ice, and cryostructures. This block of permafrost,
mapped in more detail than any other known permafrost
section, is expected to function as a test bed for surface and
stand-off geophysical methods for characterizing permafrost
and its thermo-physical state. In addition, the engineering and
excavation methods used in creating the tunnel have already
provided useful information related to permafrost engineering
and infrastructure, and they are expected to continue to do so.

Site location
The New Tunnel could have been excavated in several
different sites near Fairbanks, but its location adjacent to
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Figure 2. Old Tunnel (yellow) and New Tunnel (blue) plan view.

the Old Tunnel will make spatial and temporal correlations
between the old and new tunnels possible. Furthermore,
critical infrastructure, such as three-phase electric power and
all-weather road access, already existed at the Old Tunnel.
Most importantly, the stratigraphy and permafrost features
exposed in the Old Tunnel provided assurance that the New
Tunnel would intersect scientifically interesting features,
while lessons learned during the excavation of the Old Tunnel
could be applied to ensure the best possible construction
practices. Because of property boundaries and terrain features,
specifically two deep erosional gullies and a small lake, the
location of the New Tunnel was constrained to a 150-m-long
reach of the existing silt escarpment. The Old Tunnel bisects
this reach, so it was determined to locate the New Tunnel on
the southwest side of the Old Tunnel (Fig. 2).

Borehole drilling

To further constrain the New Tunnel location, nine
borings (Fig. 2) were completed in late March 2010 using a
combination of direct push technology (DPT) and air rotary
drill tools. The DPT was capable of providing a 1.5 m x 8.25
cm (length x diameter) continuous core entirely through the
sequence of silt, averaging 27 m in thickness. Two borings
were done upslope of the CRREL property (by permit) to
determine if Illinoian-aged silt (the Gold Hill Loess) was
present (Pewe 1975); preliminary analysis indicates it is not.
Three of the borings were driven to the top of the gravel, four
of the borings were drilled through the gravel and into the
bedrock, and two borings were relatively shallow and used
as confirmation borings. The deepest boring was 36 m and
penetrated partially weathered schist bedrock and was frozen
throughout the hole. The borings indicated that the bedrock
slopes upwards at a steeper gradient than the silt surface in
the tunnel area. However, this is not steep enough within the
CRREL property to intersect the New Tunnel driven at the
same elevation as the existing tunnel.

Excavation methods
The original tunnel was excavated using the Alkirk Miner
(Swinzow 1970), which used two side-by-side, transverse
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mounted disks with cutting teeth (picks). We considered using
it again for the New Tunnel, but the unit was a prototype and
was plagued with many deficiencies that prevented continuous
high excavation rates (Swinzow 1970). Also, its current
location and serviceability were unknown. Two other more
reliable alternatives were considered: rotary milling and drill
and blast. Although drill and blast would create larger blocks
of material favorable for preservation of scientific specimens
(plant material, ashbeds, mega fauna bone remains, etc.), the
use of explosives was rejected due to the hazard and higher
cost.

In the last two decades, various new configurations of
rock/soil rotary milling equipment have been manufactured.
Some of this equipment is purpose-built and in addition to
excavating, it also continuously mucks (removes) the milled
material. Included in this class of machines are tunnel boring
machines, continuous miners, and roadheaders. Tunnel boring
machines (TBM) tend to be complex and massive, have
poor maneuverability, and require high capital investment.
Continuous miners are less complex, less massive, and more
moderate in cost. However, they are generally designed
for forward advancement in relatively thin coal seams.
Roadheaders are even less complex, less massive, and
designed to excavate varying geometries. Their cost is also
relatively modest. All of the purpose-built machines can be
electrically powered, which is attractive when excavating in a
thaw-sensitive environment and in a tunnel where ventilation
is required if an internal combustion powered machine is used.

Other milling equipment has been designed as tools that
can be mounted on any suitable excavator, skid steer loader,
or other prime mover. This class is the simplest of milling
machines and the least expensive because they can be mounted
on conventional equipment that can be leased. Unlike the
purpose-built machines, these milling tools do not allow for
continuous mining, so additional time and equipment are
required for mucking. Examples are rotary cutters and planers.
Rotary cutters are either axially or transverse mounted drum
assemblies. They are not complex, are of only moderate cost,
and are very maneuverable. Planers are generally the same as
rotary cutters but designed for milling of horizontal surfaces
such as asphalt, so this type of unit requires further fabrication
for mounting on an excavator or other prime mover.

Excavation test
Given a limited budget, we decided that we were best served
leasing an excavator and purchasing a cutter that could be
mounted on the excavator. We purchased an Eco-Cutter EC-
25, a drum-style rotary cutter 62 cm in width. The drums are
45 cm in diameter and the entire assembly weighs 450 kg.
The EC-25 was mounted on a John Deere 135C reduced tail
swing excavator. This machine has a weight of 13 t and is
powered with a 65 kW engine (Fig. 3). For the test, the cutter
was mounted at the end of the stick, or the second section of
the excavation arm. Removal of material (mucking) was to be
conducted with a John Deere 333D rubber tired skid loader.
It has been shown that the cutting of frozen fine-grain
soil is better accomplished utilizing a tool that shaves the

Figure 3. EC-25 mounted on the boom of a 13-t excavator for the
Phase I excavation.

Figure 5. Chisel pick (left), conical pick (right).

ice-rich material, rather than impacting and causing fracture
disaggregation (Sellmann and Mellor 1986). However, chisel
type picks are not robust when excavating frozen coarse-
grained materials. The carbide blades that are attached to the
pick do not withstand the high impact forces. Conical picks,
however, have proved to be very durable when excavating
coarse-grained material. Because both frozen fine-grained
and frozen coarse-grained material would be encountered in
digging the tunnel, we purchased pick holders (pick blocks
or sockets) that would allow for interchangeability of the two
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types of picks: chisel type for frozen silt and massive ice, and
conical type for frozen gravel (Fig. 4 and Fig. 5).

Only one chisel pick was offered from the manufacturer
while nearly 20 conical type picks were available. The many
conical styles differ in the shape and embedded length of the
carbide tip and in the shape and diameter of the softer steel
surrounding the carbide. Conical picks are allowed to rotate
within the block to even the wear, while chisel picks are fixed
from rotating to maintain attack angle.

We felt that it was crucial to test our ability to mill permafrost
before beginning the tunnel; therefore, a test excavation was
conducted 100 m to the northeast of the existing tunnel. The
test was conducted December 14 to 17, 2010, at temperatures
ranging from -30°C to -35°C. The John Deere 135C and the
rotary cutter required 1.5 hours of heating with auxiliary oil
heaters each morning before excavation and mucking could
begin; however, no problems were encountered once the pre-
heat was complete. The excavation proceeded in a cycle of
approximately 45 minutes of milling followed by 15 minutes
of mucking.

Because the equipment we were using did not allow for
continuous mining, the muck pile quickly hindered the
operator’s ability to see lower-level grinding. We developed
a technique in which we first milled the floor elevation to
maintain grade, then milled upward allowing the muck to pile
where the floor grinding had just occurred. Approximately
eight hours were required to gain operator proficiency with this
equipment. Also, it required five to six grinding cycles before
we penetrated through the brittle, cold-soaked outer permafrost
and into the more plastic, warmer permafrost at -1.0°C. Higher
temperatures resulted in smaller size of the muck material and
less bouncy operation of the cutter. Combined, these resulted
in much higher penetration rates in warm permafrost.

Two full days of the tests were conducted on the frozen silt
using chisel type picks. Dust generation utilizing this type of
pick was negligible, and the picks showed no noticeable wear.
The rate for the first day of testing was 2.8 m*/hr, and the swell
factor (excavated volume/in situ volume) for the muck was
2.4. In the second full day of testing, the rate increased to 4.1
m*hr, and the swell decreased to 1.5. The next two days we
tested the excavation of frozen gravel and pure ice. Plastic
lined wooden forms 2.5 m on a side and 1.2 m in height were
constructed. One form was filled with water only, and the other
was filled with dredge tailings from a local pit and saturated
with water. These were allowed to sit for five weeks prior to
the testing to insure complete freezing. The chisel type picks
survived less than 10 minutes of milling on the frozen gravel
where the attached carbide blades were prone to breaking off
immediately, and in some instances, the shank of the pick
fractured at the level of the block. The conical picks were
then engaged on the frozen gravel, and they performed very
well for more than 30 minutes without any breakage. Overall
operation on the gravel was not pleasant, as the excavator was
bucked about violently, the rotary drum stalled when it caught
on the gravel, and the noise level was extreme. The chisel
picks and conical picks performed well on the massive ice,
both at a comparable rate.

In an effort to increase maneuverability, a John Deere 85D
excavator (smaller than the John Deere 135C) with an offset
boom was tested on February 12 and 13, 2011, with the EC-
25. The 85D weighs 8.5 t with a 40 kW engine. Although
the hydraulic flow and pressure met the specifications for
the EC-25, the rpm of the cutter was significantly decreased,
drastically affecting the excavation rate, with constant stalling
of the drum. It was determined there was no easy alteration
that would increase the hydraulic flow, so the 85D test was
ended.

Layout

The new adit (south adit) was placed parallel to and 60 m
southwest of the existing adit (north adit). We had concerns
that this might be too close to the deep gully on the southwest
margin of the property, but temperature measurements in
borehole F3 (located between the south adit and the bluff
[Fig. 2]) indicated no thermal impact from the exposed face.
Taking full advantage of the available property, it was then
determined to drive the south adit across the full width of the
property to within 6 m of the southeast boundary line, where
a T-intersection would be constructed. The east adit would be
driven to the southwest to within 7 m of the bluff and also
driven northeast along the southeastern property boundary
line. The new adits would be connected to the Old Tunnel
through the Gravel Room, north adit, and in several other
places (Fig. 2).

Geometry

For scientific purposes, a narrow but tall adit maximizes
geologic exposures and provides a greater geological time
sequence. The new adit geometry was guided by this concept
but was also determined by the type of equipment to be used
to excavate the tunnel. Additionally, nowhere could the adit be
close to the surface. Although overburden stress is decreased
the closer the excavation lies to the surface, the bearing
capacity at the surface is decreased, raising concerns about
vehicle and other surface traffic. With the use of a 135C and
the EC-25, the final cross-section of the adit was 4.25 m x
4.25 m (H x W). This allowed the 135C to sit in the middle of
the adit and excavate fully from side to side without requiring
repositioning. Also, the 4.25-m height is reachable with this
machine and sufficient for research purposes. The 135C can
also fit through a standard 3 m x 3 m panel garage door which
was planned as the portal access that would be installed after
Phase I excavation was complete.

Excavation

Portal excavation

The new construction had to be done while there was
still low-temperature winter air available for cooling. All
construction needed to be complete, and the adit closed with
an insulated portal, by the end of March. Excavation began
on February 17, 2011. The portal structure physically required
a horizontal depth of 8 m, a horizontal width of 9 m, and a
vertical height of 5 m. This was accommodated by excavating
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to those required dimensions starting at the toe of the existing
slope. The portal area excavation was done using a Hitachi
EX450, with a weight of 45 t and engine power of 260 kW. This
machine was outfitted with ‘frost teeth” and had little problem
excavating the frozen active layer and underlying permafrost.
This preparation work also provided a vertical face for adit
initiation. Once this wedge of material was removed, the adit
excavation could begin (Fig. 3). Although the final adit height
would be 4.25 m, it was determined to initiate the adit height
at 3.25 m and gradually increase to full height after 6 m of
penetration in order to maintain structural integrity over the
initial opening. The initial cut then provided 1 m of syngenetic
permafrost over the ceiling (back), with an additional 1.5 m of
active layer above the permafrost (Fig. 3).

Phase I

On February 23, 2011, Phase I adit excavation commenced
using the JD135C equipped with the EC-25. It ended on
March 11. A critical design change on the excavator for Phase
I was mounting the EC-25 at the end of the boom, rather than
the stick. This improved the machine geometry, which allowed
maximum cutting height while maintaining as small a distance
as possible between the operator and the cutter. The cutter
was outfitted with conical picks, and mucking was performed
using a John Deere 326D rubber tired skid loader. Once the
excavator had advanced into the adit to the point where the
exhaust system was fully in the excavation, subfreezing
ambient air was delivered to the face via a 22 kW, 60-cm-
diameter axial mounted fan system and collapsible ventilation
bag hung from the ceiling. The cold ambient air maintained
an average temperature in and around the excavator at -3°C.
Additionally, the fan provided needed ventilation to remove
diesel particulate matter, which was used in conjunction with
an exhaust pipe mounted particulate scrubber. The permafrost
temperature ranged from -4°C to -2°C, morning to afternoon.

Dypical mill-muck cycle
The typical excavation cycle took this form:

1. The 135C would cut into the working face at the finish
floor elevation, milling across the full width of the face.
This was termed ‘digging the gutter.’

2. The 135C would excavate the right half of the face
(because the cab of the 135C was offset left of the boom).
Grinding would commence from the gutter upwards to the
ceiling and forward ~50 cm toward the face.

3. The 135C would withdraw and the skid steer would muck
out the material lying at the foot of the right face.

4. The 135C would mill the left half face to the same
horizontal depth as the right, and withdraw.

5. The skid steer would muck out the left side, and the adit
floor would be scraped smooth.

6. Survey control would take place while other
personnel were taking soil and vegetation samples and
photographing the face. The floor and ceiling grade and
the lateral alignments were maintained utilizing an optical
total station located 30 m from the portal and set on the
centerline of the adit alignment.

!

Figure 6. View of the New Tunnel. At the time of this
photo, the face was at a horizontal depth of 26.3 m.

Excavation rate

At the beginning of Phase I, 45 minutes was required to
excavate the full face, with mucking and surveying requiring
an additional 30 minutes. The overall advance rate was 5.8
m*hr over a 6-hour operating day. By the end of Phase I, an
average of 40 minutes was required to excavate each half of
the face, with the mucking requiring 25 minutes per half face.
Surveying required an additional 15 minutes each cycle. The
overall rate at the end of Phase I was 7.7 m*hr over an 8-hour
operating day. The best one-day horizontal advance was 3.4 m
(for a 4.25-m x 4.25-m cross-section) in 8 hours.

The excavation rate was quite high in comparison to the size
of the cutting unit, particularly when excavating pure ice. The
frozen silt and ice shattered into pieces usually less than 7 cm
in length although chunks over 15 cm were not uncommon. No
adverse heating was noted on the rotary cutter that could cause
buildup hindering the operation. Dust was minimal and did
not obscure the operator’s view or require excessive filtering.
The conical picks used for the excavation test and the first
half of Phase I experienced ‘washing’ of the steel surrounding
the carbide insert. When this occurred, the picks would ‘keel’
preventing rotation and even wear. The conical picks were
changed to another style manufactured with a beveled head
carbide insert which effectively created an umbrella over the
steel surrounding the insert. This prevented further washing,
and pick rotation was assured. After the change, further wear
on the picks was minimal.

Discussion

The final adit length was 28.4 m, well exceeding our target of
15 m (Fig. 6). The advance rate (all phases of milling, mucking,
and surveying) increased by 25% during the life of the 13-day
excavation, despite longer haulage as the adit advanced. This
increase was primarily due to increasing operator experience.
Using the equipment and methods described above, it would
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be feasible to excavate 300 m of tunnel during a three-month
winter period. By changing the mucking system or using a
larger loading unit, and providing passing rooms along the
adit, even this 300-m mark could be exceeded. Far faster
advance rates could be achieved using a roadheader or other
continuous mining machine but at additional cost and loss
of maneuverability. In addition, these faster rates would
require increased scrutiny to insure scientific interests are not
compromised.

Refreezing of disaggregated silt onto the cutter picks never
occurred, even on the warmest days of operation. In fact, the
permafrost tended to mill better the warmer the air and soil.
One deficiency noted is with the geometry of the excavator
mounted rotary cutter, where a scalloped surface remained
in the walls and ceiling after cutting. Finish milling will be
required to obtain a science-quality surface.

Cryological features

The new excavation was entirely in syngenetic permafrost,
which was gray in color after being excavated but within hours
had oxidized to a tan buff color. The two distinct ice wedge
units from the Old Tunnel were uncovered in the New Tunnel,
at approximately the same elevation and polygonal diameter.
A very large ice wedge encountered at the 18-m mark extends
from the floor to the ceiling and is nearly 3 m in width.
Varying cryostructures were encountered ranging from micro-
lenticular to reticulate chaotic.

The reworked zone in the Old Tunnel near the portal is the
location of mega fauna remains. Woody fragments and other
organic material were not encountered in the New Tunnel. The
only remains were two bison horns (Bison priscus) found in
the syngenetic permafrost at the base of the new portal.

Conclusions

A new underground excavation has been started at the
existing CRREL Permafrost Tunnel. The Phase I excavation
achieved 28 m of the 300-m proposed length for the new
facility. When completed, an approximate three-dimensional
block of warm, fine-grained permafrost will be available for
all aspects of permafrost research.
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Abstract

Seismic compressional (P) and shear (S) wave velocities were measured in permafrost at a proposed facility foundation site
located on the North Slope of Alaska. The general soil profile at the site included layers of sand and gravel with varying
amounts of fines, a layer of organic silt, and massive ice at a depth of approximately 4.6 to 7.6 m. The soils were fully
frozen and well bonded throughout the 11-m depth range of the survey. The velocity data were used to produce stiffness
and damping parameters for further structural analysis of the proposed facility. The seismic velocities were measured
using the crosshole, downhole, and surface wave methods. The velocities measured using the three seismic methods were
comparable. On average, the P-wave velocities ranged from 4,100 m/sec at the surface to 4,850 m/sec at the maximum
borehole depth of 11 m. The S-wave velocities ranged from 1,800 m/sec at the surface to 2,200 m/sec at depth.

Keywords: Seismic velocity; compressional wave; shear wave; crosshole; downhole; surface wave.

Introduction

The static and dynamic design and analysis of block
foundations require information on damping coefficients and
soil parameters that includes, but is not limited to, Poisson’s
ratio, the shear modulus, and Young’s modulus (Bowels 1988).
These dynamic properties can be determined by measuring
the shear wave velocity (Vs) and the compressional wave
velocity (Vp) of foundation soils (Cunning et al. 1995). The
seismic velocities can be measured in situ using a wide variety
of techniques including seismic refraction (MacAulay and
Hunter 1982), seismic reflection (Johansen et al. 2003, Miller
et al. 2000), seismic cone penetrometer tests (Schneider et al.
2001, Leblanc et al. 2004), downhole and crosshole seismic
testing (Auld 1977, Hoar and Stokoe 1978, Hunter et al. 2002),
and spectral analysis of surface waves (Stokoe 1994, Park et
al. 1998). A number of seismic studies have been conducted
to measure Vp and Vs in permafrost, but most of these studies
have been conducted in the Canadian Arctic (McAulay &
Hunter 1982, Nieto & Stewart 2003, Leblanc et al. 2004).
Our literature research has uncovered only a small number of
studies in Alaska (Barnes 1963, Miller 1984).

This paper presents the results of a seismic study conducted
at a proposed facility in the North Slope area of Alaska. Three
different seismic techniques were used to measure Vp and Vs
in permafrost underlying the footprint of a proposed facility.
These techniques consisted of crosshole seismic testing,
downbhole seismic testing, and multichannel analysis of surface
waves. The seismic velocity data will be used by others, along
with other subsurface information, to produce stiffness and
damping parameters to augment a structural analysis of the
proposed facility.

45

Site Description

The footprint of the proposed structure measures
approximately 27 m north-south by 49 m east-west. At the
time of the geophysical investigation, the study area had been
cleared of snow and was surrounded on the south, west, and
north by snow banks. The ground surface was flat and open
with a thin veneer of snow and ice over frozen tundra. The
air temperature ranged from approximately -21° to -7°C with
minimal wind and no cloud cover. The study area is underlain
to a depth of 11 m by frozen soils consisting of 4.6 m of poorly
graded gravel with silt and sand, 1.2 m of organic silt, | m of
massive ice, another 1 m of organic silt, and 3.1 m of silty sand
with gravel.

Seismic velocities were measured in two suites of boreholes
designated Suite A and Suite B, as shown in Figure 1. Each
suite consisted of three boreholes distributed at 7.6-m intervals
in a collinear array. Suite A was oriented east-west and Suite B
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Figure 1. Borehole suites.
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was oriented north-south. The boreholes that composed each
suite were completed to a depth of 12 m with 10-cm i.d. PVC
casing that was frozen in place. Two borehole suites were used
instead of one in order to provide a more representative sample
of the subsurface conditions. In addition, the boreholes were
oriented perpendicular to each other in order to determine if
the subsurface is seismically anisotropic. East-west trending
arrays (spreads) of surface geophones were centered over the
central borehole of each suite for the surface wave survey.

Seismic Surveys

The crosshole survey consisted of measuring the time
required for P- and S-waves to travel from a seismic source
placed in one borehole to receivers placed at the same depth
in adjacent boreholes. The survey was conducted according
to ASTM Standard D4428/D 4428M-00 (ASTM 2009). The
crosshole velocity measurements were conducted at 0.76-m
intervals in both borehole suites starting at a depth of 0.76 m
and concluding at a depth of 10.7 m.

The downhole seismic velocity survey consisted of
measuring the time required for seismic waves generated on
the surface to travel to a receiver placed inside a borehole. The
survey was conducted according to ASTM Standard D7400-
08 (ASTM 2009). The downhole velocity measurements were
conducted using the center borehole of each borehole suite.
The measurements were conducted at 0.76-m intervals starting
at a depth of 0.76 m and concluding at a depth of 10.7 m.

The surface wave technique is a non-invasive geophysical
method that is used to measure subsurface Vp and Vs. The
method consists of measuring the variation of surface wave
velocity versus frequency. The resulting data can be inverted
to provide an indication of P-wave and S-wave velocity versus
depth (Park et al. 1998). We conducted one surface wave
sounding at each of the two borehole suites according to the
procedures described by Park et al. (1999). Each sounding
consisted of generating seismic energy on the surface and
detecting the resulting surface waves using 24-geophones
distributed in a collinear array (spread). At each borehole suite
the geophone spread was oriented east-west and centered over
the center borehole of the suite. Seismic energy was produced
at both ends of each spread. At Suite A the geophones were
distributed at 0.6-m intervals for a total spread length of 14
m, as shown in Figure 1. At Suite B the geophones were
distributed at 1.5-m intervals for a total spread length of 35
m (Fig.1).

Seismic Velocities

Most of the studies that appear in the literature involving the
seismic velocity of permafrost present only P-wave velocities
(King et al. 1982, Johansen et al. 2003, Ramachandran et al.
2008). These studies, and others, indicate Vp in permafrost
ranging from 1,800 to 4,300 m/sec. King et al. (1982) presented
data indicating that the Vp of permafrost is directly proportional
to grain size and inversely proportional to temperature.
That is, coarse materials like sand have significantly higher
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Figure 2. Velocity vs. depth.

velocities than silts, which have higher velocities than clays.
In addition, the velocities of these materials increase with
decreasing temperatures. A couple of studies (Nieto & Stewart
2003, Leblanc et al. 2004) also presented S-wave velocities
and indicated values ranging from 900 to 2,030 m/sec.

The P-wave and S-wave velocities that we measured using
the crosshole, downhole, and surface wave techniques are
illustrated by the velocity versus depth graph shown in Figure
2. The seismic velocities illustrated on this graph are an
average of those measured in the two borehole suites shown
in Figure 1.

The velocity versus depth graph shows that the downhole
Vs is lower than the Vs measured using the crosshole method.
This is probably because the crosshole method measures the
velocity of seismic waves traveling horizontally, parallel
to stratigraphic boundaries, whereas the downhole method
measures the velocity of seismic waves that are traveling
vertically, across those boundaries. The Vs measured using
the surface wave method, which is sensitive to both horizontal
and vertical velocity variations, falls right in between the
crosshole and downhole velocities. The Vp measured using all
three methods are very similar, except within the organic silt
and ice layer where the downhole velocities are much lower
than the crosshole and surface wave velocities. Given the Vp
versus grain size relationship reported by King et al. (1982),
we would expect the organic silt to have lower Vp than the
sands and gravels, as is the case. Crosshole velocities do not
decrease within the organic silt and ice layer probably because
the crosshole measurements are affected by refracted arrivals
from the higher velocity gravels and sands above and below
the silt and ice. However, we cannot explain why the surface
wave measurements did not resolve the low Vp within the silt
and ice layer, or why the Vs show only a minimal affect from
the fine grained material.

The overall average P- and S-wave velocities measured
using the crosshole, downhole, and surface wave methods are
illustrated by the velocity versus depth graph shown in Figure
3. This graph indicates a gradual increase in both Vp and Vs
with depth. Vp ranges from 4,100 to 4,850 m/sec, and Vs



BLACK ET AL. 47

Velocity (m/sec)
0 1000 2000 3000 4000 5000 6000

Vs Vp TemperaJlure ‘e

]
'
H \
]
[
1

Depth (m)

Figure 3. Overall velocity vs. depth.

ranges from 1,800 to 2,200 m/sec. These velocities are at the
high end of those reported in the literature (King et al. 1982,
Johansen etal. 2003, Nieto & Stewart 2003, Leblanc etal. 2004,
Ramachandran et al. 2008) but are consistent with the seismic
velocities we measured at another site in the North Slope area.
It is interesting to note that the overall average Vp and Vs do
decrease slightly within the organic silt and ice layer, but not
as much as the downhole Vp alone. Figures 2 and 3 show that
the temperature increases with depth. This phenomenon is
caused by the residual effect of the cold surface temperatures
during the winter (the temperature and velocity measurements
were conducted in April of 2010). The fact that the velocity
also increases with depth runs contrary to the velocity versus
temperature relationship reported by King et al. (1982) where
velocity increases with decreasing temperature. However, our
findings merely suggest that temperature has a much smaller
effect than compaction and grain size.

Elastic Moduli

The overall average seismic velocities shown in Figure 3
were used to compute the elastic moduli of the frozen soils.
These consisted of Poisson’s Ratio (), the shear modulus (G),
and Young’s Modulus (E). The values were computed using
the following equations after Christiansen (1996):

g = (Vp? — Vs¥)/2(Vp® — V%) e)
G = pVs? @
E = _.'3\1-':5:{31-?_,"3: _ M’s:j,.-‘{l’p: _ 1_:'52:] (3)

where p represents the density of samples that were collected
in borehole BH-1 (Fig. 1).

The computed elastic moduli are illustrated in Figure 4. The
soil density ranged from as low as 900 kg/m? in massive ice
at a depth of 6 m to as high as 2,320 kg/m® in silty sand with
gravel below 8.5 m. The computed Poisson’s Ratio ranged
from a low of .325 in silty sand with gravel at a depth of 8.5
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Figure 4. Elastic moduli.

m to a high of .373 in poorly graded gravel with silt and sand
at a depth of 1.5 m. The computed shear modulus ranged from
a low of 2.8 Giga Pascals (GPa) in the massive ice unit to
11.0 GPa at the maximum measurement depth of 10.7 m (in
silty sand with gravel). Finally, Young’s modulus ranged from
a low of 7.8 GPa in the massive ice unit to 30.2 GPa at a depth
of 10.7 m in the silty sand with gravel. The marked decrease in
both G and E at a depth of 6 m in the massive ice unit is more
a reflection of the low density of the ice (Fig. 4) than its low
velocity (Fig. 3).

Summary

The crosshole, downhole, and surface wave seismic
techniques produced similar results except with regard to the
organic silt and ice layer. The low seismic velocities of this
layer were well defined by the downhole P-wave velocities,
but only barely evident in the crosshole and surface wave
P-wave velocities or the S-wave velocities measured with all
three methods. The crosshole S-wave velocities tended to be
higher than those measured using the downhole and surface
wave techniques. This is probably because the crosshole
method measures the velocity of seismic waves propagating
parallel to stratigraphic boundaries rather than across them
(downhole method). Variation in temperature seemed to have
little effect on the measured seismic velocities. We assume
that this is because grain size (silt versus sands and gravels)
and increased compaction with depth probably have a much
larger effect.

Conclusions

Of the three seismic methods tested in this study, the surface
wave method is the least expensive and least invasive because
it does not require the installation of boreholes. Its vertical
resolution is not as good as the crosshole and downhole
methods, but the velocities it measured are generally
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consistent with the crosshole and downhole velocities.
The downhole method appears to have been far superior to
the crosshole and surface wave methods at delineating the
low (P-wave) velocity zone associated with the organic silt
and ice layer. This is partly attributable to the fact that the
crosshole measurements were probably affected by refracted
arrivals from the higher velocity gravel and sand layers
above and below the silt layer. Whichever seismic method is
employed, the measured velocities can be used, in conjunction
with density information, to compute elastic moduli such as
Poisson’s ratio, shear modulus, and Young’s modulus.
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Abstract

Horizontal displacement rates as well as surface elevation changes of two rock glaciers in the Eastern Austrian Alps are
calculated over different time spans between 2006 and 2010 using airborne laser scanning (ALS) data and the image
correlation software Imcorr. By comparing the ALS-based horizontal displacement rates with results from global navigation
satellite system data (dAGNSS), an average absolute deviation of 0.22 m (STD 0.30 m) is determined for the time period
2009-2010 and 0.34 m (STD 0.5 m) for 2006-2010. For the AuBere Hochebenkar rock glacier (AHK), a gradual increase of
flow velocity from about 0.1 ma™ at the root zone to >2 ma' at the lower part is calculated for the period 2006-2010. Over
the period 2009-2010, the velocity of AHK generally increased compared to 2006-2009. At the Kaiserberg rock glacier
(KBR), two distinct flow velocity fields are detected. In contrast to AHK, the Kaiserberg rock glacier shows significant

surface lowering caused by ice melt.
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Introduction

Active rock glaciers are morphological features composed
of a mixture of ice and debris that slowly creep downslope
by the force of gravity. As a consequence of the downslope
movement, they show a typical surface topography with
transverse and longitudinal ridges and furrows, a steep front,
and lateral sides (Barsch 1996). The surface topography is the
result of an interaction between mass advection, advection of
topography by creep, 3-dimensional strain, and local mass
changes (Barsch 1996, Kééb et al. 2003), and it cumulatively
reflects the dynamic history and thus the past and present
internal conditions of the rock glacier (Kdéb & Weber 2004).

Active rock glaciers creep with surface velocities ranging
from a few centimeters to several meters per year. The
majority of them show surface velocities around one meter per
year or below (Haeberli 1985, Whalley & Martin 1992, Barsch
1996, Kaufmann & Landstadter 2003, Haeberli et al. 2006,
Kédb 2007, Kadb et al. 2003). There are clear indications
that differences in thickness, temperature, and internal
composition play a major role in the deformation rate of rock
glaciers. However, it is suggested that these factors do not
sufficiently explain differences in velocity fields on individual
rock glaciers (Kééb et al. 2003).

Within the last decade, an increasing number of studies
monitored and quantified the creep of active rock glaciers.
The main focus of recent research has been on either a better
understanding of rock glacier evolution and kinetics (Kéib et
al. 2003, Kédb & Weber 2004, Kddb & Reichmuth 2005, Roer
et al. 2005), on an interpretation of surface velocity fields in
relation to climatic and paleoclimatic conditions, or on rock
glacier age estimations (Schneider & Schneider 2001, Kéab et
al. 2002, K&ib et al. 2007).

To quantify 2- and 3-dimensional creep, various monitoring
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techniques have been applied. The potential of airborne laser
scanning (ALS) for rock glacier studies, especially for volume
change calculations, has already been mentioned by Harris
et al. (2009). However, the volume change of a rock glacier,
as it can be derived from multi-temporal Digital Terrain
Model (DTM) differencing, only represents the results of an
interaction between mass advection, advection of topography
by creep, 3-dimensional straining, and local mass changes. To
get a more detailed understanding of the processes involved in
rock glacier creep, it is of fundamental interest to determine
3-dimensional surface displacement rates (Kédb & Weber
2004, Kéab & Reichmuth 2005).

In this contribution, horizontal displacement rates and
vertical changes of two rock glaciers are calculated using
multi-temporal ALS data. The accuracy of the results is
assessed using differential global navigation satellite systems
(dGNSS) data, and we discuss the potential of ALS for rock
glacier analysis.

Monitoring Techniques

Established techniques for rock glacier monitoring

Today, a variety of methods to quantify rock glacier creep
rates is available. Terrestrial survey techniques such as dGNSS
are widely used. They provide highly accurate measurements
over relatively long time series and high temporal resolution
(Schneider & Schneider 2001, Krainer & Mostler 2006).
Recently, terrestrial laser scanning grew in importance because
it produces very high resolution digital terrain models and it can
be applied over relatively large areas of a rock glacier (Bauer
et al. 2003). The main disadvantage of the terrestrial surveys
is the lack of area-wide data coverage. For area-wide data
acquisition, airborne and space-borne monitoring techniques
are more appropriate. Using photogrammetry on repeated
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airborne optical data, highly accurate horizontal velocity fields
and their spatio-temporal changes have been measured over
entire rock glaciers (Kdéb et al. 1997, Kaufmann & Landstédter
2003, Kadb et al., 2003, Kddb & Weber 2004, Roer et al. 2005).
Space-borne radar interferometry has been successfully
applied to detect and quantify surface deformation over large
areas on rock glaciers (Kenny & Kaufmann 2003, Strozzi et
al. 2004).

Airborne laser scanning (ALS)

ALS is an active remote-sensing technique, using a laser
beam as the sensing carrier, for the acquisition of 3-dimen-
sional point data that geometrically represent the earth surface
or objects on it. In contrast to optical remote sensing raster
data, the raw product of an ALS data acquisition campaign is
a so-called point cloud consisting of points with x,y,z coordi-
nates (Baltsavias 1999). Over the last 15 years, airborne laser
scanning has become a standard method for the acquisition of
high-resolution and high-accuracy topographic data. The ac-
curacy of ALS-derived DTMs has been determined in several
studies, and an absolute vertical accuracy in the order of one
decimeter is given for areas less inclined than 30° (Baltsavias
1999, Hodgson & Bresnahan 2004, Bollmann et al. 2010).

Study Area and Data

AufBerer Hochebenkar rock glacier (AHK)

The AuBere Hochebenkar rock glacier is a tongue-shaped,
talus-derived rock glacier in the Otztal Alps, Austria. It
expands from about 2830 m a.s.l. down to about 2365 m
a.s.l. and reaches a length of 1.6 km. The surface layer is
characterized by large boulders with an average diameter of
about 1 m (Vietoris 1972, Haeberli & Patzelt 1982).

Systematic investigations on surface flow velocities, front
advance rates, and surface elevation changes of AHK started in
1938 and have been carried out on at least an annual scale since
then (Schneider & Schneider 2001). AHK is characterized by
very high surface velocities of up to several meters per year in
its lower part, especially below a terrain edge at about 2570 m.
At the cross profile L1 (see Fig. 2), mean displacement rates
of 3.9 ma! and maximum values of 6.6 ma' were recorded
in the 1950s and 1960s (Schneider & Schneider 2001). These
high values most likely resulted from sliding processes of the
creeping permafrost body on the underlying bedrock (Haeberli
& Patzelt 1982, Schneider & Schneider 2001).

Kaiserberg rock glacier (KBR)

The Kaiserberg rock glacier is a lobate rock glacier in the
Otztal Alps with a maximum width of about 550 m and a
length of 350400 m. The highest point at the rock glacier
head is at 2710 m a.s.l. Following Krainer & Mostler (2006),
the lowermost part of the rock glacier is active and ends with
a steep front at an altitude of 2585 m a.s.l. KBR consists of
a coarse-grained surface layer with blocks of several meters
in length. However, most are several decimeters in diameter.
The surface topography is characterized by well-developed
transverse and longitudinal ridges and furrows.

Table 1. Overview of data acquisition dates.

Data acquisition dates 2006 | 2009 2010

AHK | 23.08. | 30.09. | 07.10.
ALS
KBR | 02.09. --- 07.10.
AHK | 22.09. | 06.08. | 08.09.
dGNSS
KBR --- --- ---
ALS data

ALS data acquisition campaigns at AHK were carried out in
2006, 2009, and 2010, whereas for KBR only data from 2006
and 2010 are available. The 2006 and 2010 ALS data of both
rock glaciers result from the same data acquisition campaigns
(see Table 1). The average ALS point density of the individual
ALS campaigns varies between 2.7 and 4.8 points per m>.

Reference data: dGNSS

Differential global navigation satellite system (dGNSS) data
are used to validate the vertical accuracy of the ALS-based
DTMs as well as the calculated horizontal displacement rates.
The dGNSS measurements were acquired in a well-established
monitoring network (Schneider & Schneider 2001) of which
four cross profiles at AHK and eleven fix points outside the
rock glacier were included in our analysis. The locations of the
dGNSS measurements (four cross profiles: LO to L3 and the
fix points) are given in Figure 1 and Figure 2.

Methods

Calculation of horizontal surface displacement

The image correlation software Imcorr is used to calculate
horizontal surface displacements (Scambos et al. 1992). Imcorr
has been widely applied to calculate flow velocities of glaciers
using a variety of input data (Dowdeswell & Benham 2003,
Giles et al. 2009). The software calculates displacement rates
as a function of systematic changes in image digital numbers
(DNs). The algorithm normalizes a reference chip and a larger
search chip to a DN mean of zero and unity standard deviation
prior to correlating the two chips (Scambos et al. 1992). The
software uses raster images of two different dates as input and
produces an output file consisting of the x- and y-coordinates
(center pixel) of the moved reference chip, the displacement
rates in x- and y-directions, as well as a correlation strength
parameter.

As Imcorr uses raster images as input, the original ALS
point clouds 0f 2006, 2009, and 2010 are interpolated to DTMs
with 0.5 m raster resolution in a first step. Each raster cell is
populated with the average value of all z-coordinates (height
value) that spatially lie within that cell. As the horizontal ALS
point spacing is very regular, more than 76% of all raster cells
are populated without interpolating from neighboring cells; the
remaining 24% are filled using a nearest-neighbor function.
For each DTM, a shaded relief raster is calculated (azimuth
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North-West, altitude 45°), which is then used as input for the
image correlation. Imcorr was run with a reference chip of 16
x 16 cells, a search chip of 64 x 64 cells, and a moving window
spacing of 1 cell.

Accuracy assessment

The accuracy of the calculated horizontal displacement rates
is evaluated using dGNSS data. As the dGNSS measurements
and ALS data acquisitions have not been carried out at the same
dates (Table 1), the ALS-based displacement rates are adjusted
to the time span between the dGNSS data acquisitions using

dALS w2 = ALS,,,, | MEALS,, , * AtdGNSS,,,, (D

where dALS 11,2 is the adjusted displacement rate [ma™'] of the
Imcorr results, ALS, , is the displacement rate of the original
Imcorr results, AtALS | , is the number of days between the
ALS flight campaigns and AtdGNSS , is the number of
days between the dGNSS measurements. The time-adjusted
Imcorr output point file and the interpolated displacement
raster values are compared to the dGNSS displacement rates.
For the generation of displacement rates, a trimmed mean
interpolation function (search radius 2 m) was used. This
allowed the removal of erroneous measurements (outliers).

For the 2009-2010 time period, 39 dGNSS measurements
from the cross profiles LO to L3 are used for validation. For
the period 2006-2010, dGNSS data from L1 are not available
and therefore only 28 reference measurements could be used.
The vertical accuracy of the generated DTMs at AHK is
determined using eleven dGNSS measurement sites (see Fig.
1). The eleven fix points are not influenced by any topographic
changes.

Results and Discussion

Vertical accuracy of the DTMs

A comparison between the generated DTMs of AHK and
the dGNSS heights at 11 fix points shows mean deviations
of -0.02 m (std 0.15 m) for the 2006 DTM, 0.04 m (std 0.09
m) for 2009 DTM, and 0.09 m (std 0.09 m) for 2010 DTM.
Thus, using the standard deviation as an accuracy measure,
the vertical accuracy of all DTM heights is better than 0.15 m.

Accuracy of horizontal displacement rates

The mean deviations between the ALS-based displacement
rates and the dGNSS results range between -0.10 m and 0.08
m and are relatively small. These values near zero indicate that
no systematic respective over- underestimation of the velocity
occurs. However, the standard deviations between 0.30 m and
0.51 m, as well as the average absolute deviation between 0.22
m and 0.39 m, are more appropriate to define the accuracy of
the ALS-based displacement rates. In this study we use the
standard deviation as the level of significance. Thus, for the
one-year time period 2009-2010, displacement rates > 0.30 m
exceed the level of significance. For the four-year time period
20062010, the level of significance is 0.50 m.

Table 2. Comparison between adjusted horizontal displacement
rates from Imcorr (equation 1) and dGNSS (Imcorr — dGNSS).

Imcorr - Mean | Amean Std Max Min RMS R?
dGNSS [m] [m] [m] [m] [m] [m]
Pts.09/10 | -0.10 | 025 | 036 | 096 | -128 | 037 | 092
Raster 008 | 022 | 030|052 | -091 | 030 | 094
0o/10 0. } ) ) 0. ) :

Pts. 06/10 -0.19 0.39 0.51 | 1.09 | -1.11 0.54 0.97

Raster
06/10

-0.12 0.34 0.50 | 1.27 | -1.15 0.50 0.98

Mean: Mean deviation between dGNSS and Imcorr; Amean:
average absolute deviation; Std: Standard deviation, Max/
Min: Maximum/Minimum deviation, RMS: root mean square
error; R?: Coefficient of determination. In columns with “Pts.”
the adjusted Imcorr output points (equation 1) are compared to
dGNSS; 2009-10 n=39, 2006-10 n=28.

All accuracy measures in Table 2 indicate that the accuracy
of the 2009-2010 displacements is generally better than the
accuracy for 2006-2010. Furthermore, it becomes obvious
that the interpolation of the original Imcorr output point files
to the raster maps improved the accuracy. This is due to the
fact that outliers (e.g., local maxima and minima) are removed
by the trimmed mean interpolation algorithm, and also due
to averaging all values found in the search radius of 2 m to
populate each raster cell.

As dGNSS data are only available for AHK, we also use the
level of significance determined at AHK for the KBR data.

Surface elevation change of AHK

Surface elevation change rates > 0.5 m are identified in
several areas of AHK. At the orographic right margin of the
rock glacier, values >0.5 m are caused by creep processes
that resulted in a downward transport of mass and expansion
of AHK between 2006 and 2010 (Figs. 1 and 2). Distinct
elongate-shaped alterations of positive and negative values
occur on the main part of the rock glacier, especially between
2730 m and 2820 m at the orographic right side. They clearly
result from advancing ridges and furrows. Between L0 and L1,
at about 2500 m at the middle part of AHK, a sharp transition
from areas with high surface elevation decrease and gain is
evident. These areas correspond well with the area described
by Haeberli & Patzelt (1982) and Schneider & Schneider
(2001), where deep cross cracks occur as a consequence of
local sliding of the rock glacier on the bedrock and increased
tension in the permafrost body.

In general, the detected local surface elevation changes of
AHK are caused by horizontal displacements of the creeping
rock glacier. Regarding the entire rock glacier, an area-
averaged mass loss is not detected. Therefore, the ice content
of AHK seems to be well protected from surface energy input,
and significant ice melt did not occur between 2006 and 2010.

Surface velocity of AHK
Individual surface velocity fields are detected for the time
period 2006 to 2010 (Fig. 2). In general, the mean annual
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Figure 1. Surface elevation change of AHK between
2006 and 2010. Results based on DTM differencing
with 0.5 m resolution. Black rhombus shows location
of dGNSS fix points.

Surface
velocity [m/a]

— ZUTTAN

Figure 2. Mean annual surface velocity of AHK
between 2006 and 2010. Results interpolated from
Imcorr output. LO to L3 (white circles) indicate location
of dGNSS measurement points along 4 cross profiles.

Arrows indicate areas with artifacts.

velocity increases gradually from < 0.2 ma' at the root
zone to a maximum of > 2 ma in the middle part of the
rock glacier and at its orographic right side at about 2600
m. Maximum velocities correspond well with an increase of
terrain steepness below 2640 m. Below 2560 m, the surface
velocity decreases again, even though the terrain is still steep.
A complete decoupling of the upper and lower part of AHK,
as has been assumed by Haeberli & Patzelt (1982), cannot be
found in the analysis of the 2006-2010 velocity fields. The
velocity decrease between L1 and LO is gradual rather than
abrupt. However, the lowest part of AHK (around LO) is
clearly influenced by other creep characteristics than the part
above 2560 m (Figs. 1 and 2).

For some areas, no creep rates could be calculated because
no correlations between the two input images are made by
Imcorr. These areas occur either at steep lateral sides or in

Change of flow
velocity [m/a]

Figure 3. Changes in mean annual flow velocity
between the time period 2006-2009 and 2009-2010.

fast creep steep areas. In these areas, the surface topography
changes strongly due to rotation of boulders and surface
instabilities. Several velocity artifacts occur (arrows in Fig. 2)
that result from miss-matching of the two Imcorr input images.
In most cases, they are spatially connected to areas where no
correlation of the two images could be made. Such areas have
to be excluded from interpretation.

Flow velocity changes of AHK

Between the 20062009 period and 2009-2010, a general
velocity increase is detected. Comparing Figure 2 and Figure 3
shows that the absolute increase of surface velocity is highest
for areas that initially show high mean annual velocities. The
most significant acceleration on the order of 1.0-1.5 ma'
occurs in the steep part of the rock glacier at the cross profile
line L1. Velocity changes in that area have been discussed by
Haeberli & Patzelt (1982) and Schneider & Schneider (2001).
Most likely they do not present variations in internal creep
characteristics but are a result of sliding at the base of the
creeping permafrost body on the bedrock. Over large parts of
the rock glacier, a velocity increase on the order of 0.0-0.5 ma!
is observed, whereas toward the root zone slightly negative
values are calculated. These values are near or below the level
of significance of 0.3 m (cf. Table 2, Std Raster 09/10). Thus,
considering the accuracy of the data and method, it cannot be
stated that the velocity really decreased in the root zone of
AHK.

Surface elevation change of KBR

DTM differencing of the KBR rock glacier indicates a mean
surface lowering of -0.21 m between 2006 and 2010 (Fig. 4).
Positive values, indicating an increase of surface elevation, are
found at the margins of the rock glacier and result from the
advance of the rock glacier lobe. Surface elevation increase >
0.6 m occurs at the front of the eastern lobe. Further positive
values, between 0.0 m and 0.6 m, are identified in the areas of
well-defined ridges as a result of the creep process and in the
root zone. Surface elevation increase in the root zone might
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Figure 4. Surface elevation change of KBR between
2006 and 2010. Results based on DTM differencing
with 0.5 m resolution.
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Figure 5. Mean annual surface velocity of KBR
between 2006 and 2010. Results interpolated from
Imcorr output.

result from debris input from the headwall area. The largest
part of KBR shows surface elevation lowering in the order of
0.0 to -0.6 m, whereas surface lowering < -0.6 m is found at
the fast creeping body and the central part of the western lobe.

Due to the fact that surface elevation losses are not balanced
out by surface elevation gain, it can be concluded that KBR is
in a degrading stage where ice melt occurs.

Surface velocity of KBR

The mean annual surface velocity between 2006 and 2010
of KBR ranges from areas with 0.00-0.25 ma™ to areas with
> 1.00 ma"! (Fig. 5). A clear distinction in creep dynamics
between a larger, slow-creeping western part and a smaller,
faster-creeping eastern part is evident. Maximum velocities
of > 1.00 ma™" occur in the central part of the fast-creeping
body and can be explained by a rather steep slope gradient of
15° compared to the flatter western part of KBR. Velocities
gradually decline toward the orographic right margin and
toward the main body orographic left.

Conclusion and Outlook

Horizontal displacements of the Hochebenkar and Kaiser-
berg rock glaciers could be calculated from multi-temporal ALS
data. Comparisons between the ALS-based surface displace-
ment raster and dGNSS data indicate an accuracy (standard
deviation) of the calculated displacement rates of 0.3 m for the
period 2009-2010 and 0.5 m (0.13 for an annual scale) for the
period 2006-2010. As AHK is a very fast-creeping rock glacier,
the data and method used are sufficient to achieve significant
results for almost all parts of the rock glacier. However, a time
span smaller than five years between the ALS data acquisition
dates and raster resolution of 0.5 m might not be long enough to
obtain significant results for slow-creeping rock glaciers.

For the AHK, a gradual increase of mean annual surface
velocity from < 0.1 ma™' at the root zone to > 2 ma’ at the
lower part (around 2600 m) was calculated over the period
2006-2010. Beside the class 0.0-0.2 m a’', all other velocity
classes exceed the level of significance of 0.13 m for an annual
scale. From 2600 m downward, the mean annual velocity
gradually declined again. Comparing the period 2006—-2009
with the period 2009-2010, a general increase of flow velocity
is evident. Over large parts of AHK, the velocity increase is >
0.5 ma’!, but increases of > 1.5 ma also occur in areas with
high initial flow velocities.

The KBR rock glacier showed two spatially distinct flow
velocity patterns; a fast-creeping orographic right part (up to
> 1 ma’') and a relatively slow-creeping left part (< 0.25 ma™').

In the case of AHK, permafrost creep is the most important
factor governing local surface elevation changes. Conversely,
the detected area-averaged surface lowering of KBR of -0.21
m is attributed to ice melt.

Future applications of ALS in rock glacier monitoring should
focus on (1) the method’s capability to quantify very slow-
creeping permafrost, (2) the performance on rock glaciers with
small changes of local surface topography (smooth surface),
(3) the calculation of 3D displacements, and (4) arca-wide
quantification of rock glacier creep.
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Effects of Rising Temperature on Shear Strength of Slopes in Alpine Permafrost
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Abstract

Focus is placed on the effect of climate on shear strength in mountain permafrost. The change in shear strength of soils,
primarily caused by an increase in the mean annual air temperature, is analyzed with an effective stress theory using an infi-
nite slope model. It is assumed that the volumetric friction angle is approximately constant. Ice and unfrozen water coexist
in soils at temperatures close to the melting point. Hence water menisci are formed between adjacent grains producing an
apparent cohesion, which is an additional shear strength component in thawing soils. The shear strength equation of thaw-
ing soils is therefore dependent on two components, the effective stress and the apparent cohesion. The apparent cohesion
exists as long as water menisci between grains can be formed. A quantification of the effect of temperature on shear strength
on a slope in mountain permafrost is illustrated with a case study.

Keywords: apparent cohesion; effective stresses; ice cohesion; mountain permafrost; shear strength; rising temperature.

Introduction

Slope instabilities occur when shear stresses on a potential
slip surface exceed the shear resistance. The shear resistance
of frozen soils is controlled by its composition, consisting of
a four-phase system with solid particles, ice, unfrozen water,
and gas or air (Fig. 1). The ice can be uniformly distributed,
as in talus slopes with coarse debris, or accumulated in thin
ice layers found in fine-grained soils as a result of ice segrega-
tion. Different ice contents are possible in soils. Ice in satu-
rated soils has two effects on shear strength: 1) development
of pore pressure (i.e., ice pressure which results in a decrease
of the effective stress) and 2) strengthening effect due to bond-
ing of the solid particles. These two effects are altered when
the ice matrix is continuously transformed to water due to, for
example, increasing air temperature or changing confining
pressure. Therefore, the shear resistance can vary considerably

Figure 1. Schematic arrangement of solid phase, unfrozen
water (menisci), ice, and/or air interfaces in a frozen soil.
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depending on environmental influences. Ice in unsaturated soil
also has a strengthening effect due to ice bonding and can lead
to an increase of the effective stresses (Nixon & Morgenstern
1973b, Bommer et al. 2012). This increase is due to negative
pore pressures on freezing.

Different authors have developed theories for slope stability
calculations in permanently frozen soils (Lambe & Whitman
1969, Hutchinson 1974, McRoberts & Morgenstern 1974a,
Rist 2007). Most theories are based on the infinite slope model
(Lambe & Whitman 1969) and on total stresses (Nishimura et
al. 2009). Within this present study of permafrost in alpine re-
gions, an effective stress theory is applied on an infinite slope.
Special attention is given to the effect of rising temperatures
(air and ground). A case study quantifies the influence of tem-
perature on the shear strength of a talus mantled slope in alpine
permafrost in Switzerland.

Effects of Rising Temperatures on Shear
Strength of a Slope

Theory: effective stress equation

An increase in the mean annual air temperature can induce
a phase change of ice to water depending on the soil-water
bondage (e.g., Anderson & Morgenstern 1973) and occurs
over a range of temperatures below 0°C. Accordingly, in a soil
with temperatures close to the melting point, ice and unfrozen
water coexist. The unfrozen water forms menisci between ad-
jacent grains causing apparent cohesion (Fig. 1). These con-
siderations lead to a generalized form of the shear strength
equation of frozen and thawed soils depending on two strength
components, ¢’ effective stress [kPa] and c,,, apparent [kPa]
cohesion or ¢, ice cohesion [kPa] respectively:

+ Ci(t, T, O-C,i' S)

ice cohesion

r
Capp (s, tan @")
cohesion due to suction

= o' (U, u)tang’ +
ow T e Y

interparticle friction

@)

where 7 = shear strength [kPa], 0" = 0 - max(u,, u) = effective
stress [kPa], o = total stress [kPa], u and u, excess pore-water
and -ice pressure [kPa], respectively, ¢’ = effective internal
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friction angle [°], ¢, = apparent cohesion or friction due to
suction [kPa], s = suction [kPa], ¢, = ice cohesion [kPa], ¢ =
time [s], 7 = temperature [K], o, = confining pressure of the
ice [kPa] which is equal to the ice pressure u, , and £ = strain
rate [s].

Equation 1 is based on effective stresses and the generalized
form adapted from the unsaturated soil mechanics (Alonso et
al. 1990, Fredlund 2000). Historically, most studies on shear
strength of frozen soils are based on total stresses, as pointed
out by Nishimura et al. (2009). For example, Arenson and
Springman (2005) presented a Mohr-Coulomb failure crite-
rion based on total stresses, in which the friction angle varies
with changing ice content. This approach was extended and
generalized by Nater et al. (2008) for well-drained soils. Us-
ing the effective stress approach, the volumetric friction angle
(at constant volume) is assumed to be approximately constant,
irrespective of normal stresses (as long as no grain crushing
occurs) and whether it is dry or wet (Mitchell & Soga 2005).
Therefore, only effective stresses are changing with altering
ice content.

Cohesion based second strength components

The two types of cohesion in equation 1 are based on the
second strength components, the apparent cohesion, and the
ice cohesion, respectively (capp(s, tang’) + c(t, I s_, ). These
components change as soon as the volumetric ice content 0,
together with the volumetric unfrozen water content 6, ex-
ceeds the natural porosity n (6, + 0 > n) and the grains lose
their contacts with adjacent grain particles. As long as grain
contacts exist and water menisci can form, the matric suction
can be used as a second strength component (Nishimura et al.
2009). The matric suction between the ice and the unfrozen
water can be calculated with the Clapeyron equation, valid
only for soils without an air phase (e.g., Black 1995, Henry
2000):

pi T
Sow(Uw) = U — Uy = —uy, + _luw - piLfln (_> (2)
Pw TO

where p, [kg/m’] and p [kg/m’] are the densities of ice and
water respectively, L ” the specific latent heat of fusion [J/kg],
T the temperature of the soil [K] and 7, the reference tempera-
ture (273.15 K).

The second strength component needs to be modified from
the matric suction into the ice cohesion, as soon as the solid
particles lose their contacts and the menisci are broken. This
occurs, for example, when porosity increases due to the vol-
ume increase of freezing water or due to ice segregation and
the ice-phase becomes continuous. In this case, the pore-water
pressure of the unfrozen water and the ice pressure become
equal (i.e., no suction exists) and turn into the new strength
component—the ice cohesion. Up to the present, neither such
a distinction of the second strength components nor a constitu-
tive relationship for the shear strength depending on suction
was considered.

Samples of frozen soil are often tested ice saturated. There-
fore, the pore-ice pressure has to be inserted as a stress com-
ponent with the corresponding constitutive relationship for the

ice cohesion. In addition, the ice cohesion depends on pres-
sure, on temperature, strain rate, and total strain (Andersland
& Ladanyi 2004). According to Arenson & Springman (2005)
and Nater et al. (2008), the ice cohesion can be extremely high
even with a low ice content and temperatures close to 0°C.
Therefore, no shear strength failures are to be expected in a
frozen soil. Of course, frozen talus slopes are prone to slow
movement because of the creeping behavior of the ice matrix.

It is more likely that instabilities occur in the active layer
due to deepening of the permafrost table as a result of an in-
crease in the mean annual air temperature. Thawing of the ice
matrix in frozen soil reduces the ice cohesion as well as the
apparent cohesion. In addition, rapid thawing rates can devel-
op excess pore-water pressures, which decrease the effective
stress and result in a reduction of the frictional shear strength.
This is true in fine-grained soils, with corresponding high
ice contents. Conversely, Bommer et al. (2012) showed for a
coarse scree slope in mountain permafrost that the influence of
excess pore-water pressure due to thaw consolidation is small.

Case Study

Site characterization

In this section, the effect of rising temperature on shear
strength is applied to a scree slope located above the village of
Pontresina in the Upper Engadin valley (canton Grison), East-
ern Swiss Alps. The slope lies at an altitude between 2,930 and
2,980 m a.s.l., and its inclination consists of an average angle
of about 37°. Several investigations have been performed on
the site. The geology, stratigraphy, and grain size distribution,
the ice content as well as the hydrothermal processes in the
permafrost and the active layer above are well documented
(Phillips 2000, Arnold et al. 2005, Rist 2007). Unfortunately,
no pore pressures have been measured. Figure 2 shows the
typical stratigraphy of the site, consisting of the active layer
(coarse talus material) on top. Under the active layer, perma-
frost was found consisting of finer material such as clay and
silt, as well as larger stones. The two layers described super-
pose the bedrock, which is weathered on the top meter.

Assessment of shear strengths

For the calculation of the effect of rising temperatures on
shear strength, Nixon and Morgenstern’s (1973b, 1973a) gen-
eral theory of thaw rate, developed from the thaw consolida-
tion theory, is incorporated in the form of:

X(t) = Bt™ (3)

where B [m/s] and #n [-] are thaw-penetration parameters; the
influence of nonlinear stress strain relation and the measure-
ment and implication of the residual effective stress. Further,
an infinite slope analysis is adapted. This is appropriate as
slope failures in thawing permafrost tend to be long and shal-
low (McRoberts & Morgenstern 1974b, Harris & Lewkowicz
2000). Therefore, the shear strength can be obtained with:

T=c + ((y1Hy + Vsar X () cOS B —u, ) tang’  (4)
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Figure 2. Simplified schematic stratigraphy of the
steep test site in Pontresina (canton Grison), Eastern
Swiss Alps, based on bore-hole cores (Phillips 2000).

where ¢’ is the effective cohesion [kPa] depending on the
strength component (apparent cohesion) of equation 1. Due to
the restricted validity of equation 2, a fully ice-saturated soil is
analyzed in this case study. The excess pore-water pressure u
[IPa] in equation 4 is calculated after Morgenstern and Nixon
(1971):

- y'X(t) cosp )

W 1

1+ IR2
where y’ is the buoyant unit weight [kN/m?]of the soil and R
the thaw consolidation ratio [-]. The hydrostatic pore-water
pressures are negligible due to the sloping conditions.

In Table 1 the parameters and the soil properties used for the
shear strength analysis are summarized. The soil temperature
was varied to show the sensitivity of that parameter.

For the calculation, a mean annual thaw rate X(z) = 0.6 m
normal to the slope was assumed. This assumption is based on
a soil temperature time series of the active layer depth between
2001 and 2005 in borehole B2 on the site above Pontresina
(Fig. 3). The depths in Figure 3 are shown in vertical direction
and not perpendicular to the slope surface. The temperature
of the frozen soil in the considered depth oscillates between
+2°C (275.15°K) and around -2°C (271.15°C) (Zenklusen et
al. 2010).

Results

The effect of warming temperature on shear strength in ice-
saturated conditions for the assumed mean thaw rate X(?) = 0.6
m is shown in Figure 4. The increasing shear strength of the
soil with decreasing soil temperature can be subdivided into
the strength components discussed above; effective stresses o,
ice suction s, (apparent cohesion) and ice cohesion c,. For a
certain depth and soil temperatures 2 0°C, the effective stress-

Table 1. Used parameters and soil properties for the shear strength
analysis at the test site.

Parameter / Property Value
Active layer (coarse talus)
Degree of saturation, S [%] 30
Porosity, n [-] 0.3
Unit weight soil, y, [kN/m’] 19.5
Permafrost layer (clay, silt, stones, ice)
Degree of saturation, S [%] 100
Porosity, n [-] 0.3
Unit weight saturated soil, y_, [kN/m’] 21.6
Internal friction angle, ¢ ’[°] 43
Cohesion, ¢’ [kPa] 0
Thaw penetration normal to the slope
Soil temperature, 7 [°K] 267-275
Specific latent heat of fusion, L ., [J/kg] 333.7
Density of water, p [kg/m’] 1,000
Density of ice, p, [kg/m’] 918
Thaw consolidation ratio, R [-] 0.12
Assumed mean thaw rate, X(z) [m] 0.60
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Figure 3. Temperature time series between 2001 and 2005 in

borehole B2 (data from WSL/SLF, Davos).

es and therefore the shear strength are constant due to constant
overburden and pore-water pressure. When ice and unfrozen
water together with interconnected grains coexist and the soil
temperature ranges between < 0°C and > -3°C, matric suction
or ice suction can develop due to the negative pore pressure.
In the present case study, the calculated negative pore pressure
with equation 2 leads to an increase in shear strength of about
4 kPa with respect to the effective stresses. A further decrease
of the soil temperature, < -3°C, turns most of the unfrozen
water into ice, and ice cohesion (bonding) can develop. This
leads to the evident increase in shear strength, shown in Figure
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Figure 4. Shear strength increase of the soil with decreasing temperature and a constant thaw rate X(t) of 0.6 m for an ice-saturated case.

4 (dashed line). The plotted increase in shear strength is not
calculated for this case study, but the assumption reverts to
tested frozen soil samples (e.g., Arenson & Springman 2005).

Discussion

The temperature-dependent shear strength results shown
in Figure 4 are based on the assumption of ice-saturation of
the frozen soil. The temperature thresholds of the different
strength components are dependent on the soil composition
and overburden pressure. For this case study within alpine
permafrost, the following thresholds have been chosen: if the
soil temperature is > 0°C, the strength component depends on
effective stresses only (saturated soil mechanics); if the soil
temperature is between < -0°C and > -3°C, the strength com-
ponent depends on ice suction; and if the soil temperature is
< -3°C, the strength component depends on ice cohesion only.
These assumed thresholds are based on the perception that in
mountain permafrost, most water below -3°C is frozen (Aren-
son et al. 2009) due to the grain size distribution and the low
salt content of the soils found in alpine permafrost.

Within the observed soil temperature range in Figure 3, sea-
sonal thawing and freezing can be expected. Unfrozen water
and ice in the saturated pores coexist. Therefore, shear strength
depends on the temperature of the first strength component ¢’
effective stresses only, or on the first and the strength compo-
nents ¢, apparent cohesion due to ice suction.

For a soil temperature below the observed range (< -3°C), a
new constitutive relationship for the distinct increase of shear
strength due to ice cohesion needs to be developed. One ap-
proach could be based on triaxial shear strength tests on frozen
specimens. To determine the effective stresses, the ice-pres-

sure would have to be measured. So far, only total stress tests
have been performed (Andersland & Ladanyi 2004, Arenson
& Springman 2005).

To calculate the temperature-dependent shear strength for
unsaturated conditions, a soil freezing characteristic curve
(SFCC) for the temperature range < 0°C, and a soil water char-
acteristic curve (SWCC) for temperature = 0°C need to be de-
termined in the laboratory. With the SFCC and the SWCC, the
temperature and water content-dependent apparent cohesion
due to suction can be calculated within the temperature thresh-
olds discussed above and the shear strength can be defined.

The calculation of the excess pore-water pressure due to
thaw consolidation (equation 5) showed only a minor influ-
ence on the shear strength for this case study. This is due to the
high hydraulic conductivity of the coarse-grained soil and the
steep slope on the site. This leads to a small thaw consolida-
tion ratio, and a negligible value of excess pore-water pressure
due to thaw consolidation. These findings are similar to those
of an earlier study about thaw consolidation effects on slope
stability (Bommer et al. 2012).

Conclusion

The shear strength of frozen soils is controlled by its grain
size distribution, ice content, thermal state, and strain rate. On
thawing, caused for example by an increase in the mean an-
nual air temperature, two cases need to be considered to as-
sess the shear strength of a soil. Case one consists of an ice-
saturated soil, where a distinction between the ice cohesion
and apparent cohesion should be incorporated in the analysis.
Ice cohesion will be developed only if most of the water in
the soil is frozen and has two effects on shear strength: 1) ice
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pressure which results in a decrease of the effective stress and
2) strengthening effect due to bonding of the solid particles.
With a further temperature increase, the ice matrix continu-
ously transforms into water, and the ice cohesion is altered
into apparent cohesion, that is, the matric suction between the
ice or grains and the unfrozen water, respectively. Therefore,
the shear strength of thawing soils varies considerably with
changing temperature.

Case two consists of thawing ice in an unsaturated soil.
Within this condition, a strengthening effect, due to ice bond-
ing (ice cohesion), can lead to an increase in the effective
stresses. To quantify the shear strength, if the ice bonding is
lost through a temperature increase, a soil freezing characteris-
tic curve for temperature < 0°C and a soil water characteristic
curve for temperature = 0°C for the soil must be determined.
With these two characteristic curves, the temperature and wa-
ter content-dependent apparent cohesion due to suction can be
defined and the shear strength can be quantified.

In a talus consisting of coarse ice, unsaturated or saturated
soil, the excess pore-water pressure due to thaw consolidation
can be neglected. This is due to the high hydraulic conductiv-
ity of the coarse-grained soil and gravitation drainage of the
melting water on a slope.
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Abstract

We established the Arctic System Science/Thermokarst (ARCSS/TK) project in 2008 with the intent to use a systems
approach to address hypotheses about how upland thermo-erosional features influence the structure and function of the
foothill and mountainous landscape in the vicinity of the Brooks Range in arctic Alaska. We found that the common
thermo-erosional features in this region are thaw slumps, thermo-erosional gullies, and active layer detachment slides.
These features significantly redistribute and reduce soil carbon and nutrients. Sediments and nutrients are exported from
thermo-erosional features and may impact streams and lakes. In general, productivity was greater in streams and lakes
influenced by thermokarst inputs; that is, nutrient stimulation outweighed sediment interference. In either case, however,
these effects are transitory on the timescale over which these thermo-erosional features form, stabilize, and revegetate. Our
estimate of the rates at which carbon and nutrients accumulate after these thermo-erosional features stabilize is much faster
based on field measurements than our estimates based on model predictions, suggesting that alternative sources of C and
nutrients must be available. These features are numerous in the current landscape (~4/km? in the area of this study) and are

likely to be important as agents of nutrient redistribution across the arctic landscape.

Keywords: lakes; permafrost; thermo-erosion; slope processes; thermokarst; soil nutrients; streams; vegetation.

Introduction

A substantial portion of the permafrost in the arctic region
may thaw in coming decades (e.g., Grosse et al. 2011, Hugelius
et al. 2011). When ice-rich permafrost thaws, thermo-erosional
features, or thermokarst terrain, often form. The threats of ther-
mal erosion to civil infrastructure are reasonably well recog-
nized if not quantified (e.g., Nelson et al. 2002). More recently,
attention has turned to the impacts that thermal erosion might
have on undeveloped systems (e.g., Jorgenson et al. 2001).

The dynamics of permafrost degradation and thermo-
erosion in foothill and mountain terrain are less well known
than similar dynamics on coastal plains and peat plateaus
in the Arctic. These dynamics might differ by region on the
basis of fundamental differences in topography, precipitation
regimes, and runoff characteristics. The ARCSS/TK project
was designed to address a set of interacting questions: What
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physical factors predispose hillslopes to fail when permafrost
thaws? How do soil and water chemical characteristics change
when thermo-erosional features form? How do the fluxes
of carbon, nutrients and sediment change? What are the
short-term and long-term trajectories of carbon and nutrient
accumulation, including vegetation regrowth? What are the
implications of past and future landscape change? In this
paper, we provide results regarding the internal dynamics of
C and N within selected thermo-erosional features and the
impacts of these features on local streams and lakes.

Site Description

For this paper, we have focused on a limited set of upland
thermo-erosional features that include thaw slumps (TS),
thermo-erosional gullies (TEG), and active layer detachment
slides (ALDS).
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This research was conducted in the vicinity of the Toolik
Field Station (TFS) (68°38'N, 149°36'W), approximately
255 km north of the Arctic Circle at an average elevation
of 720 m a.s.l. in the foothills of the Brooks Range. The
glacial history of the TFS region is described by Hamilton
(2003), who concluded that the complex deposits in this area
are the product of drift from at least four separate glacial
intervals whose northward advance from the Brooks Range
progressively decreased with each advance. This created four
distinct landscape ages ranging from late Tertiary and early
Pleistocene glacial advances to the more recent late Wisconsin
advances of North America.

The mean annual temperature ranges from -6 to -11°C
with summer highs of 10 to 18°C and winter lows of -30 to
-40°C. Mean annual precipitation ranges from 250 to 407 mm
with 30-40% falling as snow between September and May.
According to Walker et al. (2002), the study area is in the
warmest of the arctic subzones (Subzone E), defined by shrubs
including dwarf birch (Betula nana) and several species of
willows (Salix spp.). The dominant vegetation community
is tussock tundra, defined by the tussock-forming grass
Eriophorum vaginatum. Vegetation and soils in the study area
have developed in response to interactions among the glacial
legacy described above, topography, and climate. The plant
and soil associations can be broadly divided into acidic and
non-acidic tundra landscapes based on differences in organic
matter accumulation and weathering processes (van der Welle
et al. 2003).

Methods

We sampled 11 sites (7 TEG and 4 TS). Each site was
classified into several patch types: exposed (unvegetated),
revegetated (formerly exposed but newly vegetated), rafts
(detached clumps of original vegetation displaced downslope),
margins (edges of sites but not subsided), and drapes (edges of
sites that had subsided).

We calculated soil respiration using a closed, recirculating
chamber in which we measured the accumulation of CO,
with a LICOR Li-8100 automated soil respiration monitoring
system. Respiration was measured at 10-20 locations within
each patch type at each site. Most sites were visited monthly (3
times) during the summer of 2010. For this paper, the results
from all visits to a specific site were summarized into a seasonal
mean value. At each respiration sampling point we also
measured the soil temperature at 10 cm depth and integrated
soil moisture between the soil surface and 15 cm depth, and
summarized this data as for respiration. We estimated organic
and mineral carbon (C) and nitrogen (N) pools on the basis of
bulk density and element concentrations measured on 6 soil
monoliths randomly located in the patch types at each site,
and scaled via organic layer depth measured at 20 additional
representative points.

At several of our sites we could identify disturbance events
(lobes) that clearly occurred at different times. We used two
independent approaches to estimate the ages of these lobes:
the population age structure of tall shrub species that establish

after disturbance (primarily Salix alexansis), and radiocarbon
dating of moss litter at the base of the organic layer.

To explore different scenarios for soil and vegetation C
accumulation over time since disturbance, we calibrated the
Multiple Element Limitation (MEL; Rastetter et al. 2005)
model to data from the Toolik Lake, Arctic LTER database
(http://ecosystems.mbl.edu/arc/datacatalog.html). MEL
simulates interactions of the C, N, P, and water cycles at a plot
scale on a daily time step. The model uses an allocation scheme
that continually redistributes resource uptake effort within
plants to maintain a stoichiometric balance and maximize
growth. Analogous processes are represented for microbial
metabolism in soils, but microbial biomass is implicitly
represented as part of the soil organic matter. In this paper, we
focus primarily on the predictions for C accumulation by the
MEL model.

To detect differences in reference and thermokarst-impacted
streams, we established monitoring sites above and below the
point of impact of TEGs on two streams: the Toolik River and
Iminus2 stream. We used YSI Model 600 OMS data sondes
with ROX optical dissolved oxygen sensors, thermistors,
and electrical conductivity sensors to measure whole-stream
metabolism using standard, single-station methods (Bott
2004). Sensors were placed at the end of representative
reference (upstream of impact) and impacted (downstream
of impact) reaches in both streams. A standard light-dark
incubation approach was used to measure metabolism in lake
NE-14 sediments, a typical thermokarst lake that has been
affected by multiple TS events over time.

In 2010 we quantified the impact of sediment inputs on
benthic macroinvertebrate community characteristics (i.e.,
diversity, richness, abundance, overall biomass, functional
feeding groups) in downstream impacted reaches of the Toolik
River and Iminus2 stream, relative to upstream reference
reaches. Benthic macroinvertebrates were sampled at 5 sites
within each reference and impacted reaches, and identified
to lowest taxonomic level. Samples were collected once per
month over the summer 2010 season to assess seasonal shifts
within the community. Macro-invertebrate data were then
compared to sedimentation data to assess correlations between
community characteristics and sediment inputs throughout the
season.

To estimate the density of thermo-erosional features on our
study landscape, we utilized Light Detection and Ranging
Radar (LiDAR) data provided to us by the Alaska State
Department of Transportation (ADOT). LiDAR data provide a
level of spatial resolution (1 m horizontal and 0.15 m vertical)
that far exceeds what can be obtained by most satellite-based
remote sensing products (10s to 100s m) and are better suited
to detect the fine detail of small thermo-erosional features. In
2009, the ADOT acquired LiDAR data for a proposed road
corridor on the western boundary of the area in which we
conducted this research. The corridor is about 170 km long
and 5-15.5 km wide, and it covers landscape forms similar to
those that we studied. We reprocessed this data and visually
inspected the entire scene searching for features that matched
the expected morphologies for TS, TEG, and ALDS.
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Figure 1. Respiration, soil temperature (at 10 cm depth), and soil
moisture (in top 15 cm of soil) in patch types within 7 TEG and 4
TS during the summer (June, July and August) of 2010. Significant
differences (P>0.05) from measurements in control patches are noted
with an asterisk (*).

Results

Local impacts

Soil moisture in TEG was higher in exposed soils and lower
in margin patch types compared to control patches, but did not
differ in drapes (Fig. 1). In thaw slumps, soil moisture was
lower in all patch types except exposed soils. Soil temperature
in TEG was higher in exposed soils and drapes compared to
control patches, but did not differ in margins. In thaw slumps,
soil temperature was higher in all patch types than in the
control patches. The effect of soil warming could be detected
to at least 80 cm below the surface (data not shown).

We measured significantly higher respiration in the
moderately disturbed drape patch types of TEG. Respiration
in exposed patch types of thaw slumps was lower than the
control patch or any other impacted patch types. Respiration
in the margin and raft patch types of thaw slumps was similar
and higher than respiration in the control patches. A similar
difference was observed in re-vegetated patch types, but this
difference was not significant.

We concluded that the NE-14 site (a TS) had three shoreline
lobes with ages of 5, 42, and 46 years based on shrub ages and
radiocarbon dating of moss litter. Analyses of soil C and N pools
in these lobes suggest that in the initial years of thermokarst
activity there is a rapid decrease in the organic soil C and N
pool as it breaks up and moves down slope, in many cases

Table 1. Soil C and N. The organic soil pool is shown as the total
accumulation per site to a variable depth, whereas the mineral
soil is standardized using the top 10 cm of that horizon. Values in
parentheses are standard errors of the means.

Site C pools (KgC*m?) N pools (KgN*m?)

Organic Mineral  Organic Mineral

Undisturbed ~ 23.8 3.5 1.4 0.22
Tundra 0.9)  (1.2) 0.11)  (0.07)
Lobe 1 12.8 1.4 0.8 0.11
(active) (1.8)  (0.25) (0.09)  (0.02)
Lobe 2 21.6 2.6 1.4 0.17
(~42 years)  (5.8)  (0.49) 0.44)  (0.03)
Lobe 3 19.8 45 13 0.29

(~46 years)  (2.9)  (0.32) (0.14)  (0.02)

tumbling and mixing with mineral soil and sediments. At NE-
14, organic soil C stocks were reduced by about 50% between
the undisturbed tundra and the center of lobe 1, the active
thermokarst feature (Table 1). Carbon pools in the top 10 cm
of mineral soil C pools were similarly reduced by 60% relative
to the undisturbed tundra. Thus in the organic layer and top
10 cm of mineral soil, about 13 kg C/m?* were not accounted
for in the active layer of the thaw slump. This C may have
been lost to the atmosphere via rapid decomposition, to the
lake via hydrologic export, to deeper soil strata that are now
frozen, or were not adequately characterized in our sampling.
Assuming this loss is real and not due to sampling error, this is
a substantial loss of soil C from the younger lobe.

However, we also found that the older Lobes #2 and #3 of
NE-14 had as much C in the organic and thawed mineral soil
layers as did the undisturbed tundra. If the thermokarst lobes
and undisturbed tundra sites represent an adequate temporal
sequence since disturbance, then this suggests that soil C
stocks recover to pre-disturbance levels within as little as 42
years. This accumulation rate would require sequestration
of about 300 g C/m? in the vertically aggrading organic soil
layer, which is within the range of annual vascular plant and
moss litter production in shrub tundra (Shaver and Chapin
1991, DeMarco et al. 2011).

We used the MEL model to simulate tundra regrowth
following a thermal erosion disturbance in which 90% of the
plant biomass was removed. An equal proportion of C, N, and
P was removed or added to the soil organic matter (SOM).
The SOM remaining within a plot might increase or decrease
as a result of thermal erosion, depending upon location
within the scar. We therefore simulated regrowth with initial
SOM ranging from 25% to 125% of the original SOM in the
undisturbed site (Fig. 2).

Because the SOM serves as the nutrient reserve that supports
the regrowth of plants, the amount of SOM remaining after
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Figure 2. MEL model results.

disturbance has a major effect on plant regrowth. Simulated
plant biomass recovered faster and by an initially greater
amount with a larger starting SOM pool. Regardless of initial
SOM, all simulations eventually converged on the undisturbed
state but required thousands of years to entrain the necessary
nutrients to support this high biomass.

In all simulations, there is a net loss of carbon and nutrients
from the ecosystem during the first 40 years of recovery.
During this time, plant nutrient uptake lagged mineralization,
and low litter input limited microbial access to the fresh, labile
carbon that supports nutrient immobilization. Absolute losses
increased with the amount of initial SOM in the simulation.
Even beginning with 125% of the undisturbed SOM, the
ecosystem lost carbon and nutrients over the 100 years of
the simulation. The simulations follow the general pattern
observed in the field samples (Table 1) but not the timing;
nutrients and biomass appear to accumulate faster in the field
than in the model.

Distal impacts

The impacts of thermo-erosional features are not restricted
to local influences on C, N, and P in soils and vegetation. These
features sometimes form in close proximity to streams and
lakes and can influence the nutrient and sediment loading to
these water bodies (Kokelj et al. 2005, Bowden et al. 2009). In
general, we expect increased nutrient loading to increase gross
primary production (GPP) and community respiration (CR)
and to promote diversity in benthic invertebrate community
composition. We expect increased sediment loading to have
opposite effects.

During 2009 and 2010, we intensively monitored nutrient
and sediment concentrations and loads in Toolik River and
Iminus2. In general, we observed that concentrations of
sediment, dissolved organic C, and ammonium were higher
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Figure 3. Whole-stream metabolism and chlorophyll-a.

below the thermal erosion impact points than above them.
However, concentrations of nitrate and phosphorus were not
significantly different (data not shown).

Our estimates of community respiration (CR), gross
primary productivity (GPP), and chlorophyll-a (Chl-a) in
Iminus2 and Toolik River differed in response to sediment and
nutrient loading and by year (Fig. 3). Rates of CR and GPP in
the impacted reach of Iminus2 were significantly lower than
in the reference reach, despite having higher chlorophyll-a.
Conversely, CR and GPP in the impacted reach of the Toolik
River were significantly higher in 2009 but not in 2010. In
2010 there were only moderate differences in GPP alone.
Chlorophyll-a in the impacted reach of the Toolik River was
higher compared to the reference reach in 2009 only.

In the impacted reach of Iminus2, early in the season as
sedimentation rates increased, macroinvertebrate diversity
decreased (p<0.10) while abundance (p<0.05) and biomass
(p<0.10) both increased. However, nutrients added from ther-
mokarst modified the sediment responses. Nutrient inputs from
thermal erosion increased biofilm density and food availability
in the impacted reaches during the early season. The quality
of this additional food source may have been compromised as
the season progressed due to increased deposition of inorganic
sediment, which decreased food quality for benthic macroin-
vertebrates. There was a decrease in the functional group of
macroinvertebrates that preferentially use this food resource
later in the season (data not shown). The patterns observed in
Toolik River were more variable, with no significant shift in
any macroinvertebrate community parameters.
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(NEP), and respiration (CR) in the sediments of Toolik Lake and three
smaller lakes near it. NE-14 has a large active thaw slump and has
been affected by other thaw slumps in the past.

Metabolism in lake NE-14 also appeared to be stimulated
by inputs from the TS (Fig. 4). Rates of gross primary
production (GPP), respiration (RES), and the resulting net
ecosystem productivity (NEP) were much higher than in a
nearby reference lake (Toolik Lake). These rates were similar
to measured values in two lakes that had been experimentally
fertilized with N and P in earlier experiments (E5 and E6, Fig.
4, A. Giblin & T. Coolidge, unpublished data).

We found that thermo-erosional features such as those
studied for this project are common in the foothills region
around Toolik Lake. In the LIDAR scene we obtained from the
ADOT, we identified nearly 7000 features (Fig. 5), an average
density of roughly 4 features per km?. In total, the identified
features occupied nearly 2% of the 1698 km? scene.

Discussion

It is difficult to identify the age (time since original
disturbance) for individual features. Remote sensing data
provide a limited answer. The only data product with a
sufficiently long temporal record is LANDSAT imagery.
However, the spatial resolution of this imagery is not sufficient
to reliably identify smaller thaw slumps and ALDS, which
tend to be long and narrow. Bowden et al. (2009) used high-
resolution aerial imagery from the early 1980s and newly
acquired imagery from 2006 to conduct a roughly 25-year
change analysis. However, most features are much older than
this.

Our detailed analysis of the NE-14 feature suggests that the
most mature thaw features may only be ~50 years old, which
is somewhat younger than we expected. We found that, as
expected, thermo-erosional features mix and disperse soil C,
N, and P downslope. We were surprised at how quickly C and
N seem to accumulate as these features stabilize. Some of the
rapid C accumulation is apparently due to rapid colonization
by shrub species, notably the willow Salix alexansis. However,
the mechanisms of nutrient accumulation to support this C
accumulation are not entirely clear. The current state of our
modeling captures the correct pattern of C accumulation but
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Figure 5. Number of thermo-erosional features by type.

suggests that the C and nutrient accumulation rates should
be slower than we have observed. This is an important
discrepancy that bears further consideration.

The impacts of thermo-erosional features in hilly landscapes
are not restricted to the local disturbance. Topography
and gravity redistribute displaced soils and soil nutrients
downslope, often to streams and lakes. However, the
influences of sediment and nutrient inputs from thermokarst
terrain to streams and lakes are not well known. Kokelj et al.
(2005) have shown that sediment inputs from thaw slumps on
thermokarst lakes in the McKenzie River delta in the Canadian
Arctic can have profound impacts on the color (DOC content)
and clarity of these lakes. However, there is no comparable
information for streams and lakes in foothill and mountain
landscapes, and relatively little information anywhere about
how thermo-erosional features affect higher-order ecological
processes like photosynthesis and respiration.

During the period 2009 to 2010, the weather patterns in
the Toolik Lake region where relatively quiet, with few
large storm events to mobilize sediment and nutrients from
thermo-erosional features. Nevertheless, we did observe
significantly higher sediment concentrations and slightly
higher concentrations of some nutrients (ammonium) in
thermokarst-impacted versus reference reaches of the streams
we monitored intensively.

Despite these somewhat subtle impacts, we observed
significant changes to benthic characteristics (total C and N,
chlorophyll-a) and to important ecosystem processes like GPP
and CR. There appear, however, to be interactions between
these effects and the stream type. The Iminus2 stream has a
steeper gradient than the Toolik River and has a step-riffle
morphology with large cobble substrate. The Toolik River is
a beaded stream with a lower gradient and a greater influence
of silty substrate, especially in pools. These geomorphic
characteristics may have had some influence on the responses
of these streams to sediment and nutrient inputs. In particular,
GPP and CR in the Iminus2 stream were impaired by these
inputs, while GPP and CR in the Toolik River were stimulated.
This may be a consequence of different communities in
these two streams, with different sensitivities to sediment
and nutrient inputs. It appears, for example, that the alluvial
Iminus2 stream may be more sensitive to sediment inputs
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while the Toolik River community may be less sensitive. It is
notable that Chl-a in the Toolik River increased significantly
in the slightly wetter 2009 field year, and that the benthic
macroinverte-brate community did not decrease noticeably.
We conclude that while sediment has the potential to interfere
with primary and secondary production and nutrients have the
potential to increase production, in the long-term these stream
communities can tolerate these effects. Nutrient loading would
have to be higher and more persistent to fundamentally alter
stream ecosystems in the ways reported by Slavik et al. (2004)
for the Kuparuk River long-term phosphorus fertilization
experiment. The effects on lakes may be similar. We observed
that GPP was significantly higher in NE-14 than in the reference
Toolik Lake, although CR was similar. It is not clear, however,
whether the nutrient enrichment or its effect will persist.

Our analysis of the LIDAR imagery suggests that these ther-
mo-erosional features are a common component of the land-
scape around Toolik Lake. Our earlier analysis (Bowden et al.
2009) concluded that the density of these features had prob-
ably increased in recent decades. However, these are natural
features whose frequency almost certainly waxes and wanes
as the climate moves from warmer to cooler periods. On the
basis of the work presented here, we conclude that these fea-
tures may have local and temporary impacts on stream and lake
ecosystems. But these effects are likely to be ephemeral. The
longer-term impacts of thermo-erosional features are to shape
the landscape and, in so doing, to redistribute C and nutrients.
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Abstract

Unconfined compressive tests were carried out for frozen sand, silt, and clay at various temperatures and salinity. Plots
of strain rate versus applied load during secondary creep were used to calculate “B” and “n” creep parameters used for
designing adfreeze piles. Results of calculations show that the “B” parameter functions for sand, silt, and clay are different
in shape, reflecting the complexity of the freezing process in saline soils. It was also found that the “n” parameter value is
unique for each soil at a given temperature and salinity. As a practical application, this paper provides a methodology to
estimate the allowable stress that will satisfy given settlement criteria.

Keywords: creep; design; foundation; frozen; soil; strength.

Introduction

Frozen soil under applied loading will deform, or creep, over
time. Generally, the creep phenomenon is divided into three
categories known as primary, secondary, and tertiary creep,
which develop in response to specific conditions of applied
stress, soil temperature, soil salinity, and soil composition (i.e.,
ice content). Figure 1 illustrates the three types of soil creep and
shows that the creep rate for a frozen soil sample under load
is dependent on time. The creep rate decreases continuously
to a near-zero value during primary creep, remains constant
during secondary creep, and continuously increases to the
point of sample failure during tertiary creep. Typically, frozen
samples under high applied loading undergo all three types
of creep (Fig. 1). Frozen soils under low applied loading
usually exhibit either primary creep only, or a short interval
of primary creep followed by secondary creep (Andersland
& Ladanyi 2004). The literature (Valyov 1958, Hult 1966,
McRoberts 1975) documents that the behavior of ice-poor
soils under low applied loading is dominated by primary creep
between soil particles. At higher soil ice contents, secondary
creep increasingly influences soil deformation under loading
because there is less contact between soil particles, and soil
behavior is primarily determined by creep within the ice.

Tertiary Creep
(Yield Strength Exceeded)

Secondary Creep Dominant
{lce Rich Soils)

STRAIN

Primary Creep Dominant
{Ice Poor Soils)

TIME

Figure 1. Typical Creep Curves for Frozen Soils.
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Predicting settlement of frozen soil under loading must
consider that the total settlement is the sum of short-term
settlement plus creep settlement (equation 1).

Stot = Sshon + Slong (1)

The short-term settlement (S, ) consists of elastic settle-
ment, and potentially some plastic settlement, together with the
settlement due to primary creep. Normally in pile design prac-
tice, if no actual data are available on primary creep, the short-
term settlement may be calculated using the shear modulus of
the frozen soil. The long-term settlement (Slong) is predicted
from the strain rate for the secondary creep over the design life
of the structure. Equation 1 can also be expressed as follows:
+ 6t

short

5, @
where ¢ = strain rate during secondary creep and t = time.

Equation 3, describing creep flow in polycrystalline ice, is
most commonly used to characterize secondary creep settle-
ment, where “c” is the applied shear stress (Odqvist 1966).
é=Bo" 3)

The “B” parameter is a function of soil composition (type
and ice content), porewater salinity, and soil temperature. The
“n” parameter has documented values of 3 for polycrystalline
ice and between 1 and 7 for ice-rich soils, depending on
individual soil properties.

Modifying equation 3, Nixon and McRoberts (1976) derived
the following equation to predict the secondary creep rate for
friction piles in ice rich frozen soils:

g 3e-s(n+1)

“

x

_— n
E:,‘!JIEEE = Eo

n—1

where €= pile strain rate, m/year and a = pile radius, m.
Equation 4 is used to calculate the steady state pile
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displacement rate (due to secondary creep) resulting from
an applied shaft shear stress for a given pile radius and for
a variety of ice-rich frozen soil types and salinity contents as
included in the “B” and “n” creep parameters. Calculations
performed using equation 4 assume a constant frozen soil
temperature along the pile shaft.

Although straightforward, the use of equation 4 to calculate
allowable shaft shear stress for an acceptable pile strain rate
has limited application due to scarcity of data on the creep
parameters of frozen soils.

This paper provides additional information related to the
“B” and “n” creep parameters for frozen sand, silt, and clay
soils with a range of ice contents, temperatures, and salinity.

The laboratory test program, consisting of an extensive suite
of unconfined compressive strength tests, was carried out by
V. Aksenov and A. Tchekhovski in the mid-1990s in PNIIIS
(Moscow) laboratories.

Laboratory Testing Methodology

Table 1 provides general information on the physical param-
eters of the test samples and on the number of tests that were
acceptable for determination of creep parameters. The test soil
moisture contents were selected to provide the presence of
some excess ice, as is commonly encountered in ice-rich soils.

Sample preparation

Test specimens consisted of field samples of sand, silt, and
clay soil of marine and fluvial origin. The specimens were de-
rived from arctic regions of Western Siberia and reconstituted
in the laboratory. For silt and clay samples, the dry clay or
silt was mixed with a solution of known salinity and prepared
based on the natural salinity and dry weight of the samples.
The volume of solution added to the samples was sufficient
to obtain specimens with moisture contents above the liquid
limit for the soil. Prior to freezing, each specimen was kept in a
sealed bowl and held at room temperature for 24 to 48 hours to
obtain uniform moisture content throughout the sample. A de-
tailed description of the methodology used for specimen prepa-
ration is outlined in Aksenov (2008). Test specimens then were
placed in a freezer at a temperature range of -3°C to -5°C. After
cooling to the freezing point for the prepared salinity, the speci-
mens were pounded into frozen particles less than 2 mm in size
and then left at room temperature for 2 to 4 hours to provide
paste-like specimens with a high degree of the moisture content
uniformity. The paste specimens then were packed into refrig-
erated metal casings with paper filters and perforated pistons at
both ends of the casing; the pistons were used to apply load to
the samples. The individual specimens were then frozen to the
test temperature for the specimen under an axial load of 50 kPa.

Sand specimens were packed into the refrigerated metal
casing and saturated over a period of 7 to 20 minutes. After
saturation, the specimens in the casings were frozen at a
temperature of -20°C to obtain a uniform distribution of ice
within the specimens. The individual frozen specimen was
later held at the test temperature for the specimen for about 24
hours prior starting the test.

Table 1. Physical properties of tested soils.

Sand Silt Clay
Bulk Density kN/m*  |18.0to 19.4 [18.4t0o 19.0 [16.7 to 18.1
Moisture Content % 21 to 29 30 40
Average Sand 85 14 1
IFraction Silt 13 82 5
Content % Clay 12 40 48
INumber of Tests 46 68 29
Table 2. Test specimen temperature deviation standards.
Test Temperature °C Deviation °C
-1 +0.1
-2to -4 +0.2
-6 +0.5

Overview of testing details

Two types of load-controlled uniaxial tests were used for
the study: tests under constant loading (multiple samples of
the same soil type, salinity, temperature, etc. and different
loads) and tests under step-increased loading (single sample).
The loads for the constant load tests and the load increments
for the step-load tests were selected based primarily on pore
water salinity. The equations below were applied to calculate
the constant loads or load increments.

c=6,, , (1-n/20) for salinity less than 5 ppt )

1

c=6, . (1-n/100) for salinity more than 5 ppt 6)
where o, — test load; o, - short term strength of frozen
soil; and n, - test number. Thus, for high salinity content, the
increments between test loads were about five times smaller
than for lower salinity content samples.

The short-term strength of the frozen soil for a given salinity
and temperature was selected based on available existing data,
or was estimated based on engineering judgment and previous
experience with similar soil. From a practical standpoint, in
order to determine the strain rate for secondary creep, the
constant loads or load increments were at an interval from
0.26, . to 0.05c,  for salinity contents less than 5 ppt, and
from 0.0256,  to 0.01c, . for salinity contents greater than
5 ppt.

During the creep tests, the specimen temperature and
temperature in the freezing room was maintained constantly
within the deviation standards summarized in Table 2.

Constant load tests were usually conducted over a period
of 10 to 20 days. However, when applied loads were close to
the short-term strength of the sample, specimens often reached
20% strain or failed in a shorter time period. At smaller
applied loads, a steady secondary creep strain rate was usually
achieved after 2 to 3 days of testing.

The time interval for each load increment (step-load tests)
was up to 72 hours, or until specimen deformation did not
exceed 0.01 mm over 12 hours. Addition of incremental loads
continued until the specimen strain exceeded 20% of the initial
specimen height.
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The creep parameters were determined using those constant
load tests or step-load tests where a constant secondary creep
strain rate was clearly achieved based on review of strain-time
plots. The results from tests where the stain rate continuously
decreased, or where a constant strain rate did not develop,
were excluded from the data used to calculate “B” and “n”
creep parameters.

Discussion of Results

Constant secondary creep strain rates were achieved for a
total of 143 tests, and these tests were used to calculate “B”
and “n” parameters. Table 3 provides a summary of the ranges
of test temperatures, soil salinity, and applied loads for the tests
used to calculate “B” and “n” parameters. A review of Table
3 indicates that for the variety of tests conducted, constant
secondary creep strain rates developed for sand at a minimum
applied load of 60 kPa (-2°C, salinity 6 ppt), for silt at a
minimum applied load of 20 kPa (-4°C, salinity 28 ppt), and
for clay at a minimum applied load of 70 kPa (-6°C, salinity
19.5 ppt). Table 3 also indicates that for some specimens, a
constant secondary creep strain rate was maintained at very
high applied loads: for sand 1400 kPa (individual test data
indicated -2°C, salinity 3.6 ppt), for silt 990 kPa (individual
test data indicated -4°C, salinity 7.4 to 8 ppt), and for clay 810
kPa (individual test data temperature -6°C, salinity 16.7 ppt).

For each test listed in Table 3, plots were produced
showing the strain rate versus time. The minimum strain rate
corresponds to the secondary creep rate, as illustrated in Figure
1. As an example, Figure 2 provides the strain rate versus time
for a silt specimen tested at a temperature of -2°C and salinity
content of 6.5 ppt. Horizontal intervals on the strain rate-time
plot correspond to the secondary creep phase, and were used
for calculation of “B” and “n” creep parameters. Identification
of the horizontal intervals was carried out for each of the tests
shown in Table 3. The tests revealed that the secondary creep
phase normally develops if the applied load is more than about
90% of the yield strength of the frozen soil. If the applied
loading was less than 90% of the yield strength, then the creep
strain rate tended to decrease with time and approach zero.

Results of tests where the secondary creep phase was
identified were used for calculation of creep parameters (“B”
and “n”) for sand, silt, and clay at various temperatures (Table
3) and for the following ranges of salinity content: less than
5 ppt, 5-10 ppt, 10-20 ppt, and greater than 20 ppt. Initially,
the data for each soil type were plotted separately as natural
logarithm strain rate versus natural logarithm load for a given
temperature and range of salinity. A sloped line was then
drawn as the best fit to the data points and crossed both of the
plot axes (logarithm strain rate: vertical axis; and logarithm
load: horizontal axis). Examples of sloped line plots obtained
for sand, silt, and clay are presented as Figures 3 through 5,
respectively.

It can be seen that the sloped line for the tested soil
specimens crosses the vertical axis at about -18.5 for sand
(-1°C, salinity < 5 ppt), at about -25.5 for silt (-2°C, salinity 5
to 10 ppt), and at about -28.5 for clay (-6°C, salinity 10 to 20

Table 3. Information summary for unconfined compression tests

€90

used to calculate “B” and “n” parameters.

Number Range Range Range of
Soil | of g of Test Applied
of Test ..
Type | Samples Temp. °C Salinity Test Loads
Tested p- ppt kPa
Sand | 46 -1to-4 1.1t09.4 | 60 to 1400
Silt 68 -1to-4 2.91029.0 | 20to 990
Clay | 29 -3 to -6 0.5t019.5 | 70 to 810
- 1E03 0
o Ly
S 1E04 | NS
§ .
7 1E0S : .
oot 01 ™M 0 0 1000
—— 360 kPa —5—4801Pa 500 kP2

Figure 2. Strain rate vs. time for silt (-2°C, salinity 6.5 ppt).

g 10

In {load,kPa)

In {strain rate,year-1)
l

-11 A

13

-15 -

-17 A

-1g

Figure 3. Slope line for sand (-1°C, salinity <5 ppt).

ppt). Inspection of the In-In plots indicated that irrespective
of the soil type, temperature, and salinity, the sloped line
crossed the horizontal axis at about 6, with some variation.
However, the location of the intersection of the sloped line
and the vertical axis exhibits substantially more variation
than the intersection with the horizontal axis. This variability
indicates that there is no functional dependence between the
“B” and “n” parameters, although both depend on the same
soil properties, such as temperature and salinity.

“B” and “n” calculation and analysis
Plots of the sloped lines were used to calculate the “B” and

€99

n” creep parameters. The “B” parameter was calculated as
p = plntrain rate)

where the value of the strain rate logarithm is equal to the value
at the intersection of the sloped line and the vertical axis. The
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Figure 4. Slope line for silt (-2°C, salinity 5-10 ppt).
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Figure 5. Slope line for clay (-6°C, salinity 10-20 ppt).

[73 1)

n” parameter is the slope of the line, calculated as In(strain
rate)/In(load). Figure 6 presents a plot showing the “B” param-
eter as a function of temperature and salinity for sand.

The “n” parameters for each dataset were also calculated
and are provided in Table 4.

For frozen sand, a linear relationship is evident between the
salinity content and the “B” parameter. For sand temperatures
of -1°C to -2°C, and salinity contents from less than 5 ppt to
20 ppt, the value of the “B” parameter ranged from 107 to
10¢ kPa™/year (Fig. 6), and the “n” parameter varied from
2.7 to 3.0. The “B” parameter for a temperature of -4°C was
considerably lower, ranging from 10'* to 10'° kPa"/year;
however, the “n” parameter was considerably higher, being in
the order of 4.

Figure 7 presents a plot showing the “B” parameter for silt
as a function of salinity content and temperature. Values of the
“n” parameter calculated for silt are shown in Table 5.

It was surprising to find that the pattern of variation in the
“B” parameter with salinity was dramatically different for silt
(Fig. 7) than for sand (Fig. 6). The plot of the “B” parameter
for silt has a shallow bench between the salinity ranges of
5-10 ppt and 10-20 ppt (Fig. 7). The “B” parameter decreases
approximately 1.5 to 3 times within a salinity content range of
10-20 ppt, whereas the “B” parameter decreased in the order
of 40 times where soil salinity content ranged from <5 ppt to
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Figure 6. Creep parameter “B” for sand.
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Figure 7. Creep parameter “B” for silt.

Table 4. Creep parameter “n” for sand.

Salinity | Temperature °C

ppt -1 -2 -4

<5 3.0 2.8 4.0
5to 10 2.7 3.0 3.9
10 to 20 2.7 2.8 4.0
>20 n/a n/a 4.0

Table 5. Parameter “n” for silt.

Salinity | Temperature °C

ppt -1 -2 -4

<5 4.0 5.5 5.1
5to 10 2.9 4.0 4.0
10 to 20 2.4 4.5 4.1
>20 n/a 3.0 4.0

5-10 ppt, and from 10-20 ppt to >20 ppt. A high “n” parameter
was obtained for sand at a temperature of -4°C, and the silt has
a high “n” parameter value at a temperature of -2°C. Analysis
of the “B” and “n” parameters for silt suggests that from a
physical (and likely chemical) point of view, silt is a more
complex medium than sand, and freezing results in a relatively
slow increase in soil strength within salinity ranges between
5-10 ppt and 10-20 ppt.
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Table 6. Creep parameter “n” for clay.

Salinity Temperature °C

ppt -3 -4 -6
<5 1.7 2.0 2.0
5t0 10 1.6 2.3 26
10 to 20 2.0 4.5 4.6
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Figure 8. Creep parameter “B” for clay.

In general, test results for clay specimens provided
considerably smaller “n” parameters than for sand or silt, as
summarized in Table 6.

An increase of the “n” parameter value with increasing
salinity was obtained for all test temperatures. The most
noticeable increase of the “n” parameter occurred for test
temperatures of -4°C and -6°C while for a test temperature
of -3°C, the “n” parameter increased only marginally with
increasing salinity. The described particularities of “n”
parameters resulted in the opposite uniformity of the “B”
parameter dependence of salinity (Fig. 8).

In Figure 8, the “B” parameter for temperatures of -4°C
and -6°C increased sharply by approximately 40 times when
salinity was decreased from 10-20 ppt to 5-10 ppt. The “n”
parameter in this range of salinity decreased from 4.5-4.6
to 2.3-2.6. Only a marginal increase of the “B” parameter
occurred with increasing salinity for clay at a temperature of
-3°C, likely due to the relatively small decrease of the “n”

parameter from 2.0 to 1.6 over the same range of salinity.

Application

The “B” and “n” parameters provided in the present paper
can be used for prediction of long-term settlement of adfreeze
piles in ice-rich permafrost as required by the Canadian
Building Codes for the Limit State Design (Canadian
Foundation Engineering Manual 2006). Discussions on the
ultimate capacity of adfreeze piles in detail are provided in
Weaver and Morgensterm (1981). For predicting the allowable
adfreeze shear stress, equation 4 may be expressed as follows:

_| =D/ | g
- 30,5(n+1) .aB

If creep parameters have not been determined for a given site,
then the “B” and “n” parameters from the current paper can
be used for preliminary assessment of allowable shear stress.
Three typical scenarios for the adfreeze pile design may be
considered: 1) a pile installed in low salinity frozen soils (less
than 5 ppt) with the use of sand slurry; 2) a pile installed in
moderate to high salinity frozen soils (more than 5 ppt) with
the use of sand slurry; and 3) a pile installed in frozen soils of
any salinity with the use of grout slurry.

Scenario 1: The allowable shear stress is calculated by
equation 7 for the given pile radius, applying values of “B” and
“n” parameters for low salinity (less than 5 ppt). A reduction
coefficient of 0.7 should be applied to the calculated allowable
stress to account for smooth surface of steel piles together with
a factor of safety of 1.5 on the calculated stress.

Scenario 2: Step 1, the allowable stress is calculated in
accordance with recommendations for Scenario 1 above.
Step 2, the allowable stress is calculated by Equation 7 for
the given hole diameter, applying “B” and “n” parameters
corresponding to the salinity that matches the actual in-place
soil salinity. A factor of safety of 1.5 should be applied to the
calculated allowable stress. The lesser calculated allowable
stress, resulting from calculations for Step 1 and Step 2, is
recommended to be used for prediction.

As an example, calculation of the allowable shear stress
for a pile 0.5 m in diameter, embedded in ice-rich sand at a
temperature of -4°C and salinity of 10-20 ppt, is provided
below. It was assumed in the calculations that the tolerant
strain rate of the pile is 0.001 m/year.

In Step 1, the allowable shear stress was calculated at the pile-
slurry interface using “B” and “n” parameters from Figure 8§
and Table 6 for salinity less than 5 ppt. Applying the reduction
coefficient of 0.7 and factor of safety of 1.5, the allowable
shear stress at the pile-slurry interface is calculated to be 75
kPa. In Step 2, the allowable shear stress was calculated at
the hole-slurry interface with a hole diameter of 0.55 m, using
“B” and “n” parameters for salinity of 10-20 ppt. Applying the
factor of safety of 1.5, the allowable shear stress at the hole-
slurry interface is calculated to be 35 kPa. The lesser of the
allowable shear stresses should be used for pile design.

Scenario 3: The allowable stress is calculated by equation 7
for the given hole diameter applying “B” and “n” parameters
corresponding to salinity contents that match the actual
existing soil salinity. A factor of safety should be applied to
the result.

Conclusions

The results of numerous unconfined compressive tests
for various saline soils, and calculations of “B” and “n”
parameters, have demonstrated that the functions that describe
the secondary creep behavior of ice-rich soils are complex.
Creep behavior of ice-rich soils depends on the mutual
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influence of three main factors: soil composition, soil salinity,
and soil temperature. The creep behavior is more complex for
clay and silt soils compared with creep in sand. This is evident
in Figures 6, 7, and 8, where the “B” parameter for sand can
be described by a simple linear function versus salinity and
temperature; the functions required to relate the “B” parameter
to soil salinity and temperature are more complicated for
silt and clay. A similar conclusion can be made based on
analysis of Tables 4, 5, and 6. The “n” parameter for a given
temperature is more stable, with a minimum fluctuation, for
sand in comparison to silt and clay. With the limited data
available to undertake the current study, it was not possible to
find a single equation that would reasonably characterize the
secondary creep behavior of frozen soil (strain rate) based on
primary soil properties such as soil composition, salinity, and
temperature. Analysis of additional laboratory test data may
provide the basis for such a single function, or alternatively
may demonstrate a requirement for separate functions to
predict secondary creep behavior depending on soil type.
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The Significance of the Permafrost Tunnel (Fox, Alaska)

Margaret Cysewski, Matthew Sturm, Kevin Bjella
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Abstract

The Permafrost Tunnel near Fox, Alaska, will be 50 years old in 2013. More than 70 technical papers have been written
under the topics of mining engineering, civil engineering, cryostratigraphy, and geology based on research in the tunnel.
This paper highlights the key, unique, and large research projects performed in the tunnel, along with their significant
findings. The tunnel’s syngenetic permafrost is representative of permafrost found across the interior of Alaska, including
rich climate history data dating to 43,000 years BP and permafrost features of cryostructures, ice contents, and properties.
The tunnel’s close proximity to the city of Fairbanks makes it accessible to the local population, including the University
of Alaska Fairbanks, visiting researchers, and leaders. Education and outreach are important functions, with tours given to
thousands of people and college classes that collect samples; six graduate student research projects have been conducted

in the tunnel.

Keywords: tunnel; mining; engineering; cryostructure; climate; CRREL.

Introduction

The Permafrost Tunnel near Fox, Alaska, will have its
50th anniversary in 2013. More than 70 technical papers
have resulted from research conducted within the tunnel and
surrounding property. The tunnel is located 17 kilometers
from Fairbanks, Alaska (Fig. 1). It comprises two sections:
the horizontal 110-meter adit and the inclined 45-meter winze
(Fig. 2). Currently, it is jointly operated by the U.S. Army Cold
Regions Research and Engineering Laboratory (CRREL) and
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Figure 1. Location of Permafrost Tunnel (Pin A).
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the Institute of Northern Engineering (INE) of the University
of Alaska Fairbanks (UAF). In February 2011, CRREL started
to excavate a new adit located 60 meters from the existing adit.

Evolution

The initial tunnel excavation, which created the adit, was
essentially related to mining and engineering, although it
was slated for military uses. Shortly after its excavation by
CRREL, the U.S. Bureau of Mines was allowed to conduct its
own excavation experiments, creating the winze. The tunnel
then became a working natural laboratory. Mining engineering
research continued along with civil engineering research,
including studies in underground stability and strength
properties. Around the late 1980s, some of the research
focus turned to the geology and climate record captured in
the tunnel’s frozen sediments. A notable paper by Thomas
Hamilton, John Craig, and Paul Sellmann (1988) provided a
detailed overview of the tunnel’s geology and paleontology.
Currently, the topics investigated in the tunnel are even
broader, encompassing paleoclimatology, biology, and Mars
permafrost. Most recently, a team led by Dr. Yuri Shur from
UAF has begun studying the cryostructures and mapping the
cryostratigraphy in the tunnel (Shur et al. 2004, Bray et al.
2006, Kanevskiy et al. 2008).

Mining Engineering

Adit excavation

The adit excavation, from 1963 to 1968, was performed by
CRREL for military purposes, but it was essentially mining-
related. The primary purpose was to study continuous me-
chanical tunneling in permafrost. The secondary purpose was
to study the utilization of permafrost tunnels as military shel-
ters and storage facilities. It was thought that the plastic nature
of permafrost could absorb explosive shocks without shatter-
ing, making rooms within tunnels relatively stable if under at-
tack. Arctic and subarctic permafrost tunnels, while still below
freezing, would be warmer than the outside air temperature



A t\umwmmumuu mmm ] HHIN!NHHIHHHWHIIHNHIH

Stations (ft)
Figure 2. Profile of the Permafrost Tunnel (adapted from U.S. Army 1981).

MAIN CUTTER ARMS
WITH HOLDERS AND TEETH

CONVEY@R

Figure 3. Diagram of Alkirk Miner (Swinzow 1970).

and also protect against wind. While the bulk of the initial tun-
nel research was on the excavation, some effort was invested
in studying ventilation, roof deformation, and the response of
the thermal regime to human activity (Swinzow 1970).

The bulk of the adit was excavated with the Alkirk
Continuous Miner (Fig. 3). It was a first-generation machine,
and its revolutionary pilot-pull principle made it light in weight
and highly mobile. For military operations, mobility and speed
are higher priorities than cost. The lightness of the machine
comes from the fact that it pulls itself into the face instead
of pushing with its own weight or hydraulic rams. Frequent
problems with the Alkirk stemmed from the fact that it was a
prototype and an untested machine. Learning to repair it was
a complex process because there was no specialized training
for its very complex hydraulic system. Steering was limited by
peculiarities of the track and the pilot cutter design.

Another major problem was insufficient cooling. This was
especially true with the pilot cutters, which would thaw the ice-
rich permafrost, making the rubber packers unable to grip the
pilot hole walls enough to pull into the cutting face. Overall,
the Alkirk advanced the 3.8-meter by 2.1-meter oval tunnel
(Fig. 4) at an average of 3 meters per hour (Swinzow 1970).

Figure 4. Photo of cutting face from Alkirk Miner.

Before the Permafrost Tunnel near Fox, Alaska, was
built, two other tunnels were constructed at Camp Tuto near
Thule, Greenland. The U.S. Army Snow, Ice and Permafrost
Research Establishment (SIPRE) was in Greenland to conduct
research and to serve as technical consultant for the U.S.
Army and its projects in Greenland, including Camp Century.
SIPRE became part of CRREL in 1961 (Clark 1965). From
1955 to 1959, a 335-meter tunnel with five cross drifts was
tunneled in the Greenland Ice Cap with a continuous miner.
Heated prefabricated buildings were placed inside the tunnels
with everything necessary to keep a 25-man camp functioning
for a couple months (Rausch 1958, Russell 1961). In 1959—
1960, SIPRE excavated a 185-meter tunnel with three rooms
in frozen glacial till at Camp Tuto using adapted hard-rock
conventional mining methods (Swinzow 1964). Shortly after
the excavation and initial research, the Greenland tunnels
were filled with ice caused by glacial run-off. The Permafrost
Tunnel near Fox was excavated with similar purposes and
ideas, but in ice-rich silt permafrost.
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Figure 5. Plan view of the Permafrost Tunnel (Sellmann 1972).

Winze excavation

The winze was excavated in 1968—1969 by the U.S. Bureau
of Mines, specifically to study mining methods in frozen
gravels. The project was part of a larger program “to increase
the supply of gold to the United States” (Chester & Frank
1969, 1). In central Alaska, gold is found in a gravel layer
that overlies bedrock and underlies a thick layer of silt; the
adit was excavated within that underlying silt. Conventional
and unconventional mining techniques were tested within the
frozen gravels, and results were used to estimate mining costs
and ease of hauling (Chester & Frank 1969).

To reach the frozen gravels, the U.S. Bureau of Mines
excavated a 3.7-meter by 2.1-meter tunnel, approximately 43
meters long ata 12% decline, through the silt with conventional
mining techniques (Dick 1970). The conventional mining
techniques were drilling and blasting with different drilling
machines and bits. The shot patterns were adjusted by varying
the number of holes, length, angle, and powder factor (Dick
1970, Chester & Frank 1969). The unconventional mining
methods included thawing the frozen gravels with infrared
heating units at the tunneling face and injecting steam into the
face and pressurized water jets against the face. Conventional
mining techniques created large ice-cemented gravel blocks,
while the thawing techniques made the gravels easier to load
and haul. The conclusion was that steam thawing was the
cheapest method (Chester & Frank 1969).

Stability of the Permafrost Tunnel

A room was excavated in the gravels at the bottom of
the winze by the U.S. Bureau of Mines in 1968 (Fig 5).
Researchers with the U.S. Bureau of Mines studied the stability
of the room’s roof for the first three years after excavation
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(Pettibone 1973). The room was also studied in the early
1980s by researchers from UAF. Both studies concluded that
the gravel roof separated as a unit from the silt layer above. As
the room was heated to thawing, the deformation and parting
from the silt above reacted exponentially (Pettibone 1973,
Garbeil 1983, Huang & Garbeil 1983). The UAF researchers
also studied the main portions of the tunnel within the silt
unit and found that the silt deformed approximately 0.05 mm/
day versus 0.025 mm/day in the gravels (Huang & Garbeil
1983). In addition, UAF researchers found that the wider the
opening span and the thicker the overburden, the more rapidly
the tunnel deformed vertically (Wu 1985, Huang et al. 1986).

Civil Engineering

Creep and long-term strength experiments

In addition to the deformation studies mentioned above, a
comprehensive study was conducted on remolded samples
of silt obtained from the tunnel (Zhu & Carbee 1987). A
creep settlement study of a strip footing was also conducted
within the tunnel. The results were compared with analytical
calculation methods (Sayles 1985).

A more recent study was performed on undisturbed samples
to determine the importance of cryostructure. Samples included
micro-lenticular, reticulate-chaotic, and massive cryostructure
with wedge ice, in addition to remolded-massive cryostructure
samples. In comparison, the undisturbed samples were three
to four times lower in long-term strength than the remolded-
massive cryostructure samples, with micro-lenticular being the
lowest. Remolded samples of previous studies are comparable
to remolded-massive crystructure samples, and are therefore
non-conservative (Bray 2008a, 2008b).
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Geophysical experiments

Testing the distance of ground-penetrating radar (GPR)
pulse transmissions through frozen soil was conducted in the
tunnel with VHF-band radiowave short pulses (Arcone 1984).
A later cross-borehole study on the tunnel’s surrounding
property used the same GPR as the 1984 study and compared
the results with other study sites. Contrasts were found
between the ice-rich silt and an ice wedge. But compared to
similar sites, it was noted that cross-borehole GPR would only
indicate stratigraphic changes, including massive ice (Arcone
and Delaney 1989).

Permafrost Features

The tunnel is located within syngenetic permafrost that
contains numerous intact cryostructures. The structures
related to syngenetic growth are layered, lenticular, and micro-
lenticular cryostructures. The massive ice features include ice
wedges and thermokarst-cave ice (Shur et al. 2004, Bray et al.
2006), where 19 out of the 20 ice wedges contain thermokarst-
cave ice (Fortier et al. 2008). Associated with the thermokarst-
cave ice are the reticulate-chaotic structures (Shur et al. 2004,
Bray et al. 2006, Fortier 2008). The main texture seen in the
tunnel’s walls is layered cryostructure with the micro-lenticular
in between, and has an average gravimetric moisture content
of 130% (Bray et al. 2006). In addition to thermokarst-cave
ice, soil pseudomorphs are an example of past underground-
erosion and include gravel and massive cryostructure (Shur et
al. 2004, Bray et al. 2006). The ice contents in the silt range
from 50% to 180% in gravimetric moisture content, excluding
the massive ice.

Geological Research

The silt unit has been the main focus of the geological
research conducted within the tunnel over the bedrock, gravel
layer, and debris-fan at the front of the tunnel. The silt unit
dates back to approximately 43,000 BP (Long and Péwé 1996)
and is composed of wind-blown loess from the Tanana River
floodplain, a glacier-fed river originating in the Alaska Range
(Beget 1988).

Several studies focus on a set of large ice wedges that all
truncate near the same elevation and contain thermokarst-
cave ice near their tops. The initial analysis interpreted the
thermokarst-cave ice as buried ponds and theorized that a
regional thaw event truncated these ice wedges (Sellmann
1972, Hamilton et al. 1988, Beget 1990). The recent studies
reinterpreted the buried ponds as thermokarst-cave ice, which
would have been placed by underground tunnels eroded by
flowing water. The erosion could have stemmed from an
isolated event, and therefore does not have regional climatic
significance (Shur et al. 2004, Bray et al. 2006, Kanevskiy
2008). A magnetic susceptibility study, done beside one of
these thermokarst-cave ice features, shows a period of lower
magnetic susceptibility which is evidence of lower wind
intensity (Beget 1990). The dates around the thermal event
vary from 30,000 to 35,000 years ago (Hamilton et al. 1988,

Beget 1990, Kanevskiy et al. 2008). These dates have been
correlated with other proxy evidence globally (Hamilton et al.
1988, Beget 1990).

Significance

The Permafrost Tunnel is a natural laboratory for studying
permafrost and geology and conducting experiments in
mining and civil engineering. The tunnel’s cryostructures,
ice contents, and properties are representative of those in the
interior of Alaska, and offer an effective means to research the
region’s engineering problems and geological reconstructions.
The tunnel is refrigerated during the summer, preserving
the exposed permafrost within. This allows researchers the
opportunity for repeat sampling from the same locations on
a year-round basis. The tunnel is easily accessible for the
local population and visiting researchers because it is only
a 15-minute drive from Fairbanks, which is home to both an
international airport and the UAF.

For mining significance, underground placer mining in
frozen soils was almost exclusively used in the early 1900s
during the Fairbanks Gold Rush. Dredging became the
dominant method of gold mining in Alaska in the 1920s
but began to fade out after World War II (Boswell 1979).
Underground placer mining in frozen soils is active in Alaska
today, but it makes up only a small portion of the industry.

The permafrost tunnel has provided numerous samples for
strength properties research. It has also provided large, cold
work areas for long-term experiments such as strip footing
creep experiments (Sayles 1985). While the tunnel’s properties
are representative of those in the interior of Alaska, the tunnel
is maintained at a lower soil temperature (approximately
-5°C versus -1°C), rendering some on-site testing slightly
inaccurate. CRREL and outside researchers have continued to
conduct geophysical experiments within and above the tunnel
(Hunter et al. 2003, Dinwiddie et al. 2009). The stability of
the Permafrost Tunnel has been a continual concern for both
research and operation. A recent set of measurements (from
2006 to 2012) was done to assess the tunnel’s deformation;
no indication of instability was found (Bjella 2008, Bjella et
al. 2008).

Preservation of the tunnel is key for permafrost and
geological research because field sites typically either thaw
or fall into disrepair without maintenance (Shur et al. 2004).
Today, the study of past climates is important to provide
context for work in contemporary climate change. The
syngenetic nature of the permafrost in the tunnel has preserved
paleosols and their associated climate data. Only one climatic
event has been discussed in this paper, but there is evidence
of other events that warrant further research (Hamilton 1988,
Kanevskiy et al. 2008).

Over the past five decades, thousands of people, including
high school, undergraduate, and graduate students, Presidents,
Cabinet members, Congressmen, and the general public,
have toured the tunnel to learn about permafrost firsthand.
Three undergraduate and graduate-level classes are taken to
the tunnel annually to observe permafrost features and take
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samples for laboratory analysis. Six graduate-level research
projects have been conducted within the tunnel (Bray 2008b,
Garbeil 1983, Law 1987, Mukesh 1985, Weerdenburg 1982,
Wu 1985). Education and outreach is carried out by researchers
from both CRREL and UAF.

The Future

The Permafrost Tunnel still has not exhausted its research
potential, and several projects are currently being conducted.
CRREL wants to insure the tunnel’s legacy by expanding it.
The project plans to add 300 meters of tunnel, with a second
entrance 60 meters away from the existing entrance. The
new portal entrance will allow for heavy equipment access
for periodic maintenance, including upgrades to the existing
tunnel to facilitate new projects. Excavation of the new adit
started in February of 2011. By April 2011, 30 meters were
excavated and the portal structure and refrigeration were
installed. For more information on the details of the tunnel
expansion and the new adit excavation, see Bjella et al. (2012)
in these Proceedings.

Conclusions

Over the past five decades, permafrost-related research
within the tunnel has ranged broadly from engineering to
natural sciences. It includes mining engineering research
from excavation experiments and stability studies, and civil
engineering research from strength and creep studies and
geophysical experiments. The permafrost features and their
interpretations offer geologic reconstruction of past climates.
This natural laboratory has and will continue to provide
research possibilities and educational opportunities.
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Annual Frost Heave Distribution in a Non-Sorted Circle System Measured with a
Terrestrial Laser Scanner

Ronald P. Daanen
Institute of Northern Engineering, University of Alaska Fairbanks, USA

Abstract
We measured two digital elevation models at very high resolution in a non-sorted circle system using a Terrestrial Laser
Scanner in order to understand the frost heave pattern of these systems. The data show large variability in annual frost
heave. The variability is strongest on and off the center of the non-sorted circles. The vegetation pattern observed with
the data is strongly related to the pattern of frost heave. The total amount of heave for the research grid is on average 8.8
cm but varied from 1 to 15 cm. The total amount of water in the grid does not justify the total amount of heave observed
by simply calculating the volume change from liquid water to ice. Other potential reasons for frost heave, suggested here,
are water migration from organic layers containing more liquid water, cracks forming in the active layer as it freezes, and

drying of the soil ahead of the freezing front.

Keywords: non-sorted circles; frost heave; freezing soil; terrestrial laser scanner; Northern Alaska.

Introduction

Very high resolution surface elevation models are
increasingly crucial for development of the understanding
of ecosystems. Small-scale elevation differences drive micro
climate and soil thermal and moisture conditions. The physical
environment near the ground surface promotes or limits
vegetation development in non-sorted circle systems (Walker
et al. 2004, Kade et al. 2005, Kade et al. 2006, Daanen et al.
2008a, Kade & Walker 2008, Vonlanthen et al. 2008, Walker
et al. 2008a, 2008Db). In this paper, we discuss the spatial frost
heave observations in a non-sorted circles environment near
Franklin Bluffs, Alaska. In particular, we discuss differential
frost heave, which was identified as the main driving force
to non-sorted circles system development and maintenance
(Walker et al. 2008a). The area was previously surveyed using
a theodolite at a resolution of 25 cm (Daanen et al. 2008b).
The dataset discussed in this paper reveals greater details
of the shape, location, and size of the non-sorted circles. In
particular, we are interested in the size and volume of the
heaving versus non-heaving surface area.

Methods

The study area is located in the continuous permafrost zone

on the North Slope of Alaska (69.674504°N, 148.720508°W)
(Fig. 1). Non-sorted circles are common in this region
dominated with non-acidic, erect, dwarf shrubs, cotton grass,
and sedge tundra (Kade et al. 2005). In this region, the non-
sorted circles are 1-3 meters in diameter. Tundra conditions
vary from wet to dry. The grid is located in a zonal site, which
allows for a better comparison between various climate factors
between grids along a climate gradient. The soil is a loam with
more sand and silt than clay, but all parts comprise less than
50% of the total (Michaelson et al. 2008).

Frost cracks have been observed in the soils, both in frozen
coresand as micro structures in the soil profile. Typical lenticular
structure allows easy horizontal water movement, and vertical
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cracks are considered instrumental in transportation of organic
matter to greater depths. Active layer depths were measured in
late August and varied from 60 cm (vegetated) to 100 cm (bare
ground) with an average near 80 cm.

The 10 x 10 meter survey area was one of the main study areas
for bio-climatic subzone D in the NSF study “Frost boils along
a North American Arctic Transect (NAAT).” The grid is mesic
(moist) and can be considered zonal for vegetation purposes.
The Arctic has 5 bio-climate subzones; A is the coldest in the
high Arctic and E is the warmest in the low Arctic. Each zone
is characterized by the occurrence of particular plant species
and growth forms (Walker et al. 2002). The region has a mean
annual air temperature of approximately -12°C, whereas
the mean annual surface temperature is approximately -4°C
(Romanovsky et al. 2008).

For this study, two digital elevation models were developed

g Franklin Bluffs

=

Figure 1. Location of Franklin Bluffs research site in
Northern Alaska, USA.
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Figure 2. Typical scan distribution for a
vegetated surface. Dots represent laser
reflection points in the point cloud. Plant
canopy density is calculated as the elevation
of the points more than 1 cm above the
lowest measured point divided by the total
number of points within the grid node.

at a resolution of 2.5 centimeters. One dataset was collected
during spring at the maximum heave position and the other in
the autumn during maximum thaw depth. A Leica (Scanstation
2) Terrestrial Laser Scanner (TLS) was used to scan an area
of 100 square meters of tundra near Franklin Bluffs, each
containing ~20 million points.

The two datasets consist of TLS measurements from each
cardinal direction of the grid. Fixed reference corner points
were used between scans to integrate the individual scans. The
Cyclone software from Leica used to drive the scanner was
employed in this step of the data processing. This software
package also converts the data from all scans into a xyz data
cloud. This point cloud data from the scans was cut, using a
Fortran code, to exclude points that were not inside the 10 x
10 m grid area. The grid was divided in 2.5 centimeter squares,
grid nodes, to analyze the point cloud distribution within. The
lowest point in each grid node was used as the soil surface
elevation. Some cleaning of the data may be required at this
point to eliminate erroneous data points. Other points within
the grid node with a higher elevation were processed to derive
vegetation related data (Fig. 2).

Using the Fortran code, the two elevation data sets (2.5 x 2.5
cm and elevation) were compared after rotating and shifting
them to match independent markers in the scan domain. These
markers were individual tussocks that were identified in both
datasets. Due to the lack of a proper reference elevation of the
corners of the grid, the elevation between non-sorted circles
was used as a relative reference elevation for both datasets.
Only a few grid nodes seemed to be similar in elevation
between datasets. This assumption reduces the total potential
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Figure 3. Digital elevation model of a 10 x 10 meter grid near
Franklin Bluffs, Alaska, in April 2009. The axes are in multiples of
2.5 c¢m, and the elevation scale is relative.

heave of the grid, and this dataset is therefore considered a
conservative measure of frost heave potential of a non-sorted
circle system in bioclimatic subzone D.

Vegetation differences between summer and winter are a
potential influence on the calculation of soil surface DEMs.
The large numbers of observations of points in the cloud, from
four cardinal directions, are to prevent errors due to vegetation
obstruction. Some grid nodes had more the 1000 observation
points; the more points, the greater the chance that the soil
surface was scanned at least once.

Results

The objective of this study was to measure heave distribution
accurately and at a high resolution. The results of the TLS
survey consist of two digital elevation maps, the subtraction
of the two maps, and a vegetation analysis. The first map,
presented in Figure 3, is the digital elevation map of spring
2009. The second map, which is based on the August 2009
measurements, is illustrated in Figure 4.

The structure that is visible in these two figures can be
attributed to tussocks and soil elevation. The April scan shows
greater variability, but non-sorted circles are still difficult to
recognize.

These two digital elevation models are then subtracted to
find the distribution and amount of frost heave. Data points
with singular negative values were considered erroneous and
eliminated from the dataset; these were largely grid points with
tall dense vegetation that blocked the TLS from penetrating
to the ground at that node, and therefore higher in elevation
during summer compared to winter. Also, grid nodes that
had no points were excluded from the plot. The result of the
combined Figures 3 and 4 is given in Figure 5.
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Figure 4. Digital elevation model of a 10 x 10 meter grid near Franklin
Bluffs, Alaska in August 2009. The axes are in multiples of 2.5 cm
and the elevation scale is relative and the same as Figure 3.
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Figure 5. Spatial frost heave distribution in a non-sorted circle
ecosystem. The axes are the same as in the previous figures. The
scale of the heave is in meters.

In this figure, non-sorted circles can be recognized as the
regions that heave most. The average heave in the grid is 8.8
cm, the maximum heave observed in this grid is 15 cm, and the
minimum is 1 cm. The area of six heave classes can be found
in Figure 6; the total area of the grid is 100 square meters. The
total volume of heave for the grid is 8.1 m?®. The area of heave
below 7.5 cm is similar to the area of heave above 10 cm (see
Fig. 6).

Additional information about the vegetation can be derived
from the TLS data. The vegetation canopy density is a relative
measure of the canopy’s ability to reflect the laser from the
perspective of the scanner. This value is calculated by counting
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Figure 6. Heave class area distribution.
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Figure 7. Vegetation canopy density. The number in the legend is
the fraction of the total number of points above the lowest 1 cm
in a grid node of 2.5 x 2.5 cm.

the number of points in a grid node that did not reach the lowest
1 cm, divided by the total number of observation points in the
grid node. Dense vegetation collects many more reflections
at a higher elevation above the lowest centimeter above the
soil surface, as compared with thin and short vegetation. The
values for the canopy density are given in Figure 7.

At the distance of scanning in this project, it was possible
to identify individual flag pins, but anything smaller in size
would not be distinguishable from random noise in the data. If
the laser was more accurate, it would also create more random
measurements (e.g., mosquitos, rain, snow, and dust in the
air). In this dataset, the focus was not on mosses, but a more
detailed study on individual species of plants (and in particular
mosses) may be able to capture the abundance or even
thickness of moss. Vegetation height can also be measured
using the highest elevation recorded in the grid node, but here
caution is required because of flying insects and rain in the
summer and blowing snow in winter. During spring, these data
are more scarce due to the lack of leaves on the shrubs, which
in summer may prevent the laser beam from reaching the soil
surface. In the current dataset there are multiple empty nodes
related to dense leaves, tussocks, or surface water. Smaller
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objects are also difficult to capture due to movement in the
wind.

In this study, data used from the scanner were limited to the
point cloud geometry. However, more information may also
be gained from the laser scanner in the form of reflectance
strength. One example where the laser showed very weak or
no reflectance was in the case of standing water. Comparing
vegetation to bare ground, a stronger reflectance was recorded
from bare ground in most cases.

The vegetation canopy densities show that vegetation is
dense between the non-sorted circles, whereas on the features
there is a reduced vegetation density.

Discussion

The maximum frost heave observed in a non-sorted circle
system in a previous study near Franklin Bluffs was up to
17 cm using a heavometer (Romanovsky et al. 2008). The
device measures frost heave relative to a bench mark fixed
in the permafrost. To reach this amount of frost heave in a
two dimension model, it was necessary to introduce water
from an exterior source (Nicolsky et al. 2008). Near Galbraith
Lake, plug circles were evaluated for frost heave and 12 cm of
differential heave was observed (Overduin & Kane 2006). The
same grid as the current study was previously evaluated using
a theodolite system, and a maximum frost heave of 28 cm was
found (Daanen et al. 2008b). The current dataset presented in
this paper shows a maximum differential frost heave of up to
15 cm.

Moisture availability is important to create frost heave, and
multiple dry years on the North Slope of Alaska have likely
reduced the amount of frost heave presently measured. It is
now observed that more non-sorted circles near Franklin
Bluffs have become vegetated, which may be the direct result
of reduced frost heave (Daanen et al. 2007, Daanen et al.
2008a).

Frost heave is greatest on the non-sorted circles and is
minimal between the circles. The area between circles
heaves about 1 cm, so the difference on and off the circles
is up to 14 cm in the dataset. Annual frost heave is caused
by ice lens formation in the active layer (Miller 1980). The
theoretical amount of primary frost heave in the active layer
depends on the depth and moisture availability. Assuming an
average active-layer depth of 0.75 m, a moisture content of
approximately 50% by volume, no moisture movement, and
a 10% volumetric expansion of water to ice, there would be
only 3.8 cm of frost heave. It is not likely that ground water
flow will introduced additional water to the grid due to a lack
of topography that would drive this water movement.

The heave for the entire grid can be partially explained by the
approximate 90% volumetric moisture content in the organic
layer. The organic layer thickness is typically 15 cm between
the non-sorted circles. In this grid, with an area of about 50
m? and 90% liquid filled, is a volume of 6.75 m® of water in
the organic layer alone. This amount of liquid water from the
organic soils needs to be transported to the mineral soil in the
non-sorted circles to account for the heave observed there. A

mechanism for this transport is temperature-gradient driven
cryostatic suction and resulting flow (Miller 1980, Fowler
& Krantz 1994, Daanen et al. 2007, Daanen et al. 2008a,
Nicolsky et al. 2008). The temperature gradients develop
during freezing due to better insulation in the vegetated areas,
and the heaving causes the non-sorted circles to accumulate
less snow on the surface.

The total heave in the grid is 8.8 m*. This heave is likely
caused in part by the expansion of liquid pore water to ice,
movement of liquid water from the organic layer to the
mineral non-sorted circles, and possibly due to cracks created
from soil deformation during freezing. Drying of the mineral
soil between the ice lenses is also a potential source of water
in unsaturated mineral soils, which becomes more likely when
cracks in the frozen ground transport air below the freezing
front to fill pore voids. Differential heave is also aided by
the difference in active layer depth beneath and between
non-sorted circles. This difference can be as great as 10 cm.
This difference is mainly caused by the lack of heat transport
through the soil surface and through the organic layer in
summer. The shallower depth between the non-sorted circles
allows less of the soil column to actively freeze.

The dataset created for this study seems to capture the
frost heave well. The effect of the vegetation density on
the measurements of 